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ABSTRACT
In this paper, the advantages of introducing an additional amount of tests when evolving parameters for specific purposes is discussed. A set of optimal PID-controller parameters are sought for an exemplary system, which simulates a human-like robotic arm. When evolving the controller parameters, the number of different movements included in the optimization process is varied. By including extra movements to the optimization process, the time it takes to evolve the parameters does increase, but the uncertainty due to noise is correspondingly lowered. Additionally, it is shown that the added movements, which improve robustness of the system, do not significantly lower the overall performance of the resulting system, when utilizing the evolved parameters.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control Methods, and Search—Control theory; I.2.9 [Artificial Intelligence]: Robotics—Manipulators; I.2 [Computer Applications]: Physical Sciences and Engineering—Engineering

General Terms
Algorithms, Design, Performance

1. INTRODUCTION
The continuing development toward more automated and advanced systems, both in industrial as well as research contexts, increases the need for more and better controllers. In order to live up to the demand for accuracy, those controllers must be either designed explicitly to a given part of the system or they must include some form of adaptive algorithm that can tune them according to their desired purpose. The major disadvantage of the former case is, that it is time consuming to design a new controller for every specific application. However, also the latter case of an adaptive algorithm is not without problems, as the adaptation algorithm needs to be flexible enough to handle the adaptation of controllers for a large variation of purposes. Also, configuring such an algorithm to optimize a given controller in the right way can be very difficult.

Another issue is that when controllers are developed for many systems today, the parameters are usually optimized using a model of the system. However, using models for optimization is not without problems. First of all, good models of various systems can be difficult to obtain if at all possible. Secondly, even if a good model is available, the methods for finding the optimal controller parameters may not apply appropriately, as most control design methods of the day still rely heavily on the model being linear, at least locally around the operating point for which the optimization is performed. This also applies to the many cases where a controller has been developed for a robotic system, e.g. when using LQG and LQR design methods[13, 8]. The impact of these limitations is that even though effective methods exist for optimizing controller parameters, the applicability of those methods are often limited.

In this paper, an adaptation algorithm will be used to optimize the parameters of several low-level controllers of a non-linear system, namely a simulated robotic arm. Of the many available optimization algorithms available, one algorithm that has proved itself successful repeatedly for various optimization problems is the Covariance Matrix Adaptation (CMA) algorithm [5]. It has previously been used for such varied applications as learning of neural structures in visuomotor control[11], complete-basis-function parametrization for shaping of laser pulses [10], filter design for sensor applications [1], optimization of dynamic molecular alignment [12], aerodynamic design [6], estimation of rotation parameters for a kinematic hand model [2], optimization of neural network structures [7], and for computing Nash equilibria [9].

The aim of this work is to use CMA to optimize the low-level controller parameters over the entire movement range of a simulated robotic arm and not just a few specific movements or movements limited to a subset of the arm’s range. In connection with this optimization, it will also be investigated how the use of different movement regions during the optimization process will affect the final performance of the system. The performance when reaching for a specific target, located anywhere in the range of the arm, is not expected to outperform a dedicated controller that was trained specifically for such a movement. However, on average, for all possible targets in the range, it is expected that
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the evolved controller will perform better than any dedicated controllers.

The low-level controller parameters that will be optimized in this paper are the proportionate-, integral-, and derivative-parameters of the classical PID-controller.

In the next section, a detailed description of the simulated arm will be given, including details about the controllers used. In section 3 the algorithmic setup and the fitness function will be presented along with the considerations with regard to multiple start/goal combinations. Then the obtained results will be shown in section 4 followed by the conclusion in section 5.

2. SYSTEM DESCRIPTION

The arm that is used for the simulations in this paper is a 7DOF human-like arm, consisting of a 3 degrees-of-freedom (DOF) shoulder joint, a 2DOF elbow joint, and a 2DOF wrist joint. However, to keep the number of simulations at a feasible level, see 3.2, only the 4 major degrees of freedom are considered. The medial/lateral rotation of the shoulder joint, the pronation/supination of the elbow joint, as well as the radial/ulnar deviation of the wrist joint are ignored in this paper, leaving the adduction/abduction and flexion/extension movements of the shoulder, and the flexion/extension movement of both elbow and wrist joints. A sketch of the system configuration is shown in Figure 1.

![Figure 1: Sketch of the considered system with 4DOF (2DOF in the shoulder joint and 1DOF in the elbow and wrist joints).](image)

The arm and controllers are simulated using appropriate kinematic and dynamic parameters in a physics-based simulator. The simulator is not ODE-based, but uses the sum of forces and torques to calculate the movement of the individual links of the arm. The movement updates are performed at 1ms intervals and the effect of gravity was not included in any of the simulations.

2.1 Controllers

Each of the controllable joints of the arm is controlled by a classical PID-controller. The functionality of a PID-controller can be described as

\[
    u(t) = K_p e(t) + K_i \int_0^t e(\tau) d\tau + K_d \frac{de(t)}{dt},
\]

where \( u(t) \) is the controller output at time \( t \), \( e(t) \) is the error between the actual and the desired system value, and \( K_p, K_i \) and \( K_d \) are weightings of the proportional, integral and derivative terms respectively. Depending on the choice of parameter values for \( K_p, K_i \) and \( K_d \) the controllers response to a given error signal will vary significantly.

For the use in the simulation, the controller equation has been discretized using the Backward rectangular rule. This was done in order to ensure that the performance of the controller in the system would not exceed what would be available to a real controller for a corresponding real life system.

![Diagram](image)

3. CMA

The CMA algorithm used for this work is a Java implementation of the algorithm described in [4] which is freely available at http://www.lri.fr/~hansen/cmaes_in matlab.html. The phenotype of the algorithm consists of the proportional gain, integral time, and rate time for the controllers of each of the four controlled joints, resulting in a total of 12 optimization parameters. The initial values of each parameter are based on values found manually, and they are listed in Table 1, where joint 1 corresponds to the shoulder flexion/extension, joint 2 is the shoulder adduction/abduction, joint 3 is the elbow, and joint 4 is the wrist movement.

The only limitations on the parameters are that they must remain positive in order to assure correct functionality of the controllers. No stability checks or other limitations have been included.

CMA is allowed to run for a maximum of 500 iterations. This limit was chosen as no significant improvement was observed after that time in a number of experiments that were run for up to 5000 iterations. The rest of the CMA parameters use the default values.

3.1 Fitness Function

Defining the fitness function in the right way is key for obtaining a usable result from any evolutionary computation algorithm, and attempting to find the low-level controller parameters for a robotic arm using CMA is no exception. Any weakness in the fitness function will usually be exploited and results in a set of evolved parameters that are useless for the intended application.

The fitness function that was finally used for finding the controller parameters is given by the cost function

\[
    J(\vec{x}, \vec{u}) = \int_0^T \vec{x}(t)Q\vec{x}(t)^T + \vec{u}(t)R\vec{u}(t)^T dt,
\]

where \( \vec{x}(t) \) is the vector of positional errors for all joints, \( \vec{u}(t) \) contains the control effort exerted by the different joints, \( Q \) and \( R \) are weighting matrices, and \( T \) is the termination time of the simulation. The termination time of a simulation was set to 3500-\( d \), where \( d \) is the euclidean distance between initial and goal locations in posture space. The cost function is similar to those used when finding an LQR controller.[3].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Joint 1</th>
<th>Joint 2</th>
<th>Joint 3</th>
<th>Joint 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_p )</td>
<td>50</td>
<td>50</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>( T_I )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( T_D )</td>
<td>0.08</td>
<td>0.1</td>
<td>0.06</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 1: Initial controller parameters.
[1] The length of upper and lower arm, \( l_1 \) and \( l_2 \), are 0.4m and the length of the hand, \( l_5 \), is 0.2m. The masses of the limbs are 4kg, 3kg, and 1kg respectively.
For all of the experiments in this paper the matrices $Q$ and $R$ were diagonal with identical entries of 1 and 0.003 respectively.

As several different start/goal combinations were simulated for each set of possible controller parameters $\theta$, the costs for all combinations were summarized to yield the final fitness contribution

$$f_{\text{tot}}(\theta) = \sum_{i=1}^{N} J_{i}(\vec{x}, \vec{u})$$

with $N$ specifying the total number of start/goal combinations.

### 3.2 Multiple Start/Goal Combinations

The fitness function used in this paper is based on multiple start/goal combinations, such that the evolved controller parameters will be able to perform well over the entire movement range and not only be specialized for one particular movement or movement within a limited range. Thus, it is attempted to trade a potential good performance within a limited range for a slightly worse performance that is applicable to the entire movement range.

As a result, the movement range of each joint is divided into one or more regions. The combination of these joint regions produce a set of goal regions for the entire arm, and it is then possible to include the movement to each of these regions from all the other regions, when finding the optimal controller parameters. An obvious limitation to this scheme is that an increase in the number of regions per joint will result in an exponential increase in the number of start/goal combinations. It is thus necessary to keep the number of regions per joint low, but not so low that the resolution of the movement range becomes too coarse.

To avoid the trap of overspecialization to specific movements, the start and goal locations within each region are chosen randomly at the start of each generation. This ensures that the fitness comparison within each generation will not be affected by the random sampling. However, for comparison between generations, it is expected that the sampling of this dynamically changing fitness landscape will have an effect.

To investigate the effect of the number of regions on the quality of the solution, a number of experiments with a varying number of regions are conducted. The simplest experiment tests movements between 2 regions which is achieved by splitting the movement range of one joint into two equally large regions. The joints, whose movement ranges are not split, have their start and target angles uniformly distributed over the entire range of obtainable angles by that joint. Another experiment is also conducted, where the movement range of another joint is split into two ranges, resulting in 4 distinct regions with 12 unique start/goal combinations when moving between them. Finally, another split yields 8 regions with 56 start/goal combinations.

### 3.3 Investigating Overfitting

During evolution of the parameters, for every 5 iterations of CMA, the best solution is subjected to some additional testing. The results of this testing are, however, kept separate from CMA and do not influence the optimization itself. This testing is used to further assess how CMA might be specializing the movement to the trained targets. As such, when the test is performed, two regions around each current target are designated, and 30 uniformly distributed targets in each region are chosen. By investigating how the fitness score for these random targets develops, it is possible to determine how specialized the movement is for the current targets compared to how the performance degrades for targets further away. The regions are specified as a fraction of the possible movement range of each joint, and are chosen to be 0.1 and 0.2 respectively. Thus, the random targets are located in a rectangular region around each current target. The random targets are uniformly distributed in these rectangular regions. In case one of these additional targets lie outside of the movement range of a given joint, the target is set to the movement limit that it exceeded. Thus, when training targets close to the extreme values of the joint ranges, the additional testing will not always be perfectly uniformly distributed around the target region.

### 4. RESULTS

The experiments are first performed on the simplest system, where only 2 start/goal regions are used to evolve the controller parameters.

#### 4.1 2-Movement Experiment

For the experiments with 2 start/goal combinations, the movement range of the joint 1 (shoulder flexion/extension) is chosen for the split in order to generate the desired regions. Only movements between the regions are considered when optimizing the controller parameters and performing the extended testing. A total of 30 independent evolutionary runs were conducted for this experimental setting, and the resulting development of the fitness value for the best individual over time during these experiments can be seen in Figure 2.

![Figure 2: Development of mean and standard deviation of generational best fitness value for 2-movement experiments.](image)

It can be seen that during evolution the average fitness value of the best individual does improve a little, but as the values fluctuate considerably, it cannot be concluded if a set of good controller parameters has been found by the algorithm. The found controller values also fluctuate considerably, which is shown for joint 1 in Figure 3. This makes it hard to draw any conclusion with regard to the quality of the parameters.
4.2 12-Movement Experiments

The 12-movement experiments are based on the 4 regions created when splitting both the movement of joint 1 and joint 3 into halves. For this combination of regions another set of 30 evolutionary runs are conducted, and the development of the best fitness value for these experiments is plotted in Figure 5.

For these experiments the average of the best fitness value clearly improves as evolution progresses, and even though the standard deviation fluctuates somewhat, the fluctuations are small when compared to the average fitness value. In fact, they are significantly lower than for the 2-movement experiments. A decrease in fluctuations was expected due to the larger sample size, since each controller in this case is sampled 12 times compared to the 2 times in the previous experiment. So even though the fluctuations are lower it is hard to draw any final conclusions based on the available data, as the improvement may be due to either the increased number of samples for each controller or the movement between the added number of regions.

For these experiments, the controller parameters of the best individual are spread over a larger area in the space of possible parameter values. The combination of such a large variety of parameters to a relatively small range of fitness values would seem to indicate that the optimization problem is highly multi-modal, which would make it difficult for an algorithm such as CMA to converge to the same set of optimal parameters during different runs.

Also for this set of experiments, the additional tests in the specified test regions were performed and they are shown in figure 6.

These plots also clearly show a learning curve as evolution progresses. Although these plots also benefit from the increased sample size when it comes to lowering the fluctuations, the fact that both the mean value and its standard deviation are low does indicate that the extended number of tests was beneficial when optimizing the PID controller parameters for the system. To investigate this effect further, a set of experiments with 8 distinct reachable regions is performed next.

4.3 56-Movement Experiments

The 8 regions are obtained by extending the 4 regions used in the previous experiments into 8 by splitting the movement of joint 2 into half as well. Unfortunately, as the number of regions increase exponentially, so does the possible movements between regions increase correspondingly, resulting in a total of 56 different movements between regions. Due to the large number of movements and a non-trivial amount of computation necessary to perform the simulations, the number of tests with 56 movements are limited to 7. However, even with this limitation, the sampling of each set of controller parameters will once again have increased considerably.

The average fitness value of the best individual throughout evolution is plotted in Figure 7.

As expected, the fluctuations of the best fitness value has decreased when compared to the previous experiments. Aside from that, the average of the best fitness value corresponds to what was also found in the previous set of experiments. This indicates that using more specific movements for the optimization process does not cause the value of the fitness function to increase. Thus, the additional tests, which should assure an increased robustness of the controller, do not introduce a significant degradation of the controller performance.

The additional tests that were performed on the 56-movement experiments are plotted in Figure 8.

As expected, the fluctuations of the fitness value once again decreased. But even though the mean values for the two test regions have actually decreased a little when compared to the previous experiment, it cannot be used to make any definite conclusions about potential improvements to
Figure 4: Average fitness value for individuals in small (left) and large (right) extended test region respectively, when moving between 2 distinct regions.

Figure 6: Average fitness value for individuals in small (left) and large (right) extended test region respectively, when moving between 4 distinct regions.

Figure 8: Average fitness value for individuals in small (left) and large (right) extended test region respectively, when moving between 8 distinct regions.
performance, other than reducing the region of uncertainty when it comes to the performance of the evolved parameters. The additional tests also confirm the findings of the original fitness value used in the evolutionary process, that is, the added number of different movements does not seem to worsen the performance of the controllers when utilizing the evolved parameters.

To investigate, to what extent the improvement of the fitness values for more target regions might be caused by the increased sampling of each controller, some additional tests were conducted.

4.4 Investigation of Increased Sampling

In order to test for the effect of the increased sampling effect, two additional experiments are made. The first experiment is one in which only one movement is trained. This means that only one start/goal combination is tested for each controller, and these are found using uniformly random values. The other experiment also considers only one large region as before, but each controller is tested on two start/goal combinations. Thus it is possible to compare how training using a single movement compares to one with two movements as well as one with two movements between specific regions, as found in section 4.1.

4.5 Single Sampling

The single sampling experiment only uses one movement for finding the fitness value of a given controller. Similarly to the prior experiments, 30 runs using this setting is performed. The resulting development of the best fitness value for each generation is shown in Figure 9.

It is very hard to see that the average fitness value actually decreases over time, and that the system thus exhibits learning. Also, there are some large spikes, which would indicate that the dynamically changing fitness landscape, due to the random start/goal postures, does have an effect and punishes any over-specialized controller parameters that might have been evolved. However, as the mean fitness value recovers to approximately the same value after being subjected to the spikes, it is evident that the evolutionary process of CMA is capable of overcoming the challenge posed by this type of dynamically changing fitness landscape.

The resulting fitness values for the large extended test region throughout the evolution are shown in Figure 10. The results from the small extended test region are not shown as they was very similar to that of the large test region.

The results from the extended test regions show that the robustness of the evolved controller parameters are far from robust, as the performance obtained in these regions are extremely noisy. It would thus appear that CMA in some way accommodates too much to the specific movements.

Compared to the 2-movement experiments conducted earlier it can be seen that the noise of the fitness value for the 1-movement experiment generally is much lower, except for one extreme spike. As such, the introduction of the movement regions in this case does seem to have caused more difficulty for the evolution of good controller parameters. However, that was also what was originally expected, as the
introduction of the movement regions forces CMA to evolve controllers for situations that are guaranteed to be more different than when the start/goal combinations are chosen completely at random. The extended tests, however, clearly indicate that the robustness of the evolved parameters is considerably worse than for the 2-movement experiments.

4.6 Double Sampling

The only difference when the double sampling experiment is compared to the single sampling experiment, is that each controller is tested on two start/goal combinations located within the entire movement range. The results after running CMA for 30 runs using this method are shown in Figure 11.

![Figure 11: Development of mean and standard deviation of generational best fitness value for double sampling of the entire movement range.](image1)

For this case, the learning curve for CMA can be seen a little better. The noise levels when compared to the single sampling case does not seem to have changed significantly. Based on the obtained results it is thus not possible to determine whether additional sampling actually had a beneficial effect on the evolution of the parameters.

The results for the large extended test region are shown in Figure 12.

![Figure 12: Average fitness value for individuals in the large extended test region, when moving within a single large region, but doubling the number of samples.](image2)

Again the figure shows that the evolved parameters are not very robust, as the noise level of the fitness values is very high.

When compared to the 2-movement experiments, the conclusions are thus the same as for the single sampling experiments. The noise for the 2-movement case, shown in Figure 4, is higher for the evolved fitness value than what was obtained for these double sampling experiments, so the added restriction caused more problems for the evolution of the parameters. However, for the extended test regions, the noise level is considerably lower for the 2-movement experiments, indicating that the robustness of the parameters found through the 2-movement experiments is better.

5. CONCLUSION

This paper has successfully evolved a varied set of low-level PID controller parameters for a 4DOF human-like arm. In fact, it was shown that the optimization problem, as specified by the fitness function, was highly multi-modal, resulting in a variety of controller parameters. Unfortunately, the fact that the parameters found during the different evolutionary runs covered such a large area of the parameter space puts a limit to the usage of evolutionary algorithms for this particular purpose, as evolution will not be capable of converging to one unique solution. This will continue to be the case unless the fitness function is modified in some way or constraints are added which can force convergence of the algorithm. Such constraints could specifically emphasize on small overshoots or low steady-state errors of the system. However, despite the large variety in the parameters, the overall performance of the system was found to be more or less consistent, depending on the number of movements included in the optimization process. So, the optimization was solved, but not with a unique solution.

Even though the example used in this paper was that of a simulated human-like robotic arm, where a set of optimal PID-controller parameters were sought, the obtained results are not limited to this particular system. Adding additional tests for different movement regions to the optimization of any system, will in such a case assure that the system obtains a larger degree of robustness when performing a given task. For the simulations in this paper, the sampling noise on the evolved fitness values were reduced significantly when including additional movements for the calculation of the fitness values. However, the cause for this improvement is most likely due to the considerable increase in the number of samples for each controller, even though it cannot be verified by the obtained results. Further investigation into this issue is currently underway.

Another significant finding was that the addition of extra movements between regions did not decrease the overall performance of the system, at least when using a large number of movements for determining the fitness of a controller. In fact, the overall fitness values actually improved a little when additional movements were included, when going from the 12-movement to the 56-movement experiments, but as the improvement was very small the topic remains open for further study.

The introduction of the movement regions, and forcing
the algorithm to optimize movements between those regions, thus conclusively increased the robustness of the evolved controller parameters for the considered system.

6. REFERENCES


