A Quadratic Deformation Model for Facial Expression Recognition
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Abstract

In this paper we propose a novel approach for recognizing facial expressions based on using an Active Appearance Model facial feature tracking system with the quadratic deformation model representations of facial expressions. Thirty seven Facial Feature points are tracked based on the MPEG-4 Facial Animation Parameters layout. The proposed approach relies on the Euclidian distance measures between the tracked feature points and the reference deformed facial feature points of the six main expressions (smile, sad, fear, disgust, surprise, and anger). An evaluation of 30 model subjects, selected randomly from the Cohn-Kanade Database, was carried out. Results show that the main six facial expressions can successfully be recognized with an overall recognition accuracy of 89%. The proposed approach yields to promising recognition rates and can be used in real time applications.
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1. Introduction

Recognition of facial expressions with computer vision based methods has been used in many application areas, such as ambient interactivity in multimodal and affective applications, or e-learning and security software where salient expression changes can be used to guide interaction strategies.

In this paper we introduce a new approach for recognizing facial expressions. First we will introduce the related body of work in the area of facial expression recognition, and then outline in detail our approach for recognizing the facial expression.

Additionally we evaluated our approach with a standard database and discuss the results.

2. Background

For the past two decades, facial expression recognition has attracted many computer vision researchers. In general there are two main approaches to facial expression recognition and tracking: (1) holistic (processes the face as a whole) and (2) feature based (focuses on facial feature patterns) [7] [8]. A number of methods, representing both approaches, have been proposed by the computer vision community for the task of facial feature tracking and recognition including Principal Component Analysis (PCA) [9], Gabor Wavelets [10], hybrid approaches [11], and more recently Active Appearance Models (AAM) [13].

One of the most significant representations used in facial expression recognition is the Facial Action Coding System (FACS), developed by Ekman and Friesen [2]. It defines facial expressions as a combination of facial actions corresponding to movements of particular muscle groups. Ekman and Friesen defined facial muscle actions as Action Units (AU). One of the limitations of FACS is that the facial expressions’ motions are described based on local information, making the definition of facial expressions a difficult process for facial expression applications.

Another common representation used in the recognition of facial expression is the MPEG-4 standard [14], which supports the definition, encoding, and transmission of facial animation. The MPEG-4 facial animation standard is defined by 84 feature points (FPs). These points are used to define a set of 68 Facial Animation Parameters (FAPs), consisting of high-level parameters, which specify visemes and expressions, and low-level parameters that describe the
movements of feature points defined on head, tongue, eyes, mouth, and ears.

MPEG-4 FAPs and AUs provide a general description of facial muscle movements, but one common limitation is the lack of defining spatial information of facial deformations [12].

Based on FACS and the anatomical facial structure, Obaid et al. [6] attempt to represent each expression as a collection of the most general quadratic transform coefficients that are model independent.

In recent years, research on using real-time tracking methods in facial expression recognition systems has become popular. First proposed by Edwards et al. [17], the AAM has attracted much interest in the computer vision community for modeling and segmenting deformable visual objects. The method makes use of linear subspaces, allowing a compact representation of both shape and texture. The AAM's rapid fitting stems from the utility of fixed linear update models. Despite its simplicity, the linear update model has been shown to approximately capture the relationship between the AAM's texture residual and the optimal parameter updates [17]. However, this relationship holds only loosely, as it depends on the current shape and texture parameters. Saragih and Goecke [18] [19] recently proposed a new discriminative-iterative fitting procedure that couples training and testing through simulations of real fitting conditions. It has been shown to exhibit superior fitting and generalization capabilities compared to other AAM fitting methods, while maintaining a high computational efficiency that allows real-time fitting/tracking [19].

This paper introduces a novel facial expression recognition technique based on a real-time AAM facial feature tracking system with the facial expression representations described in [6].

3. Facial Feature Tracking

The AAM's intrinsic variations in shape and texture of deformable visual objects are modeled as a linear combination of basis modes of variation that are parameterized by a global (similarly) transformation:

\[
S(q_i): \mathbb{R}^{u_i} \mapsto \mathbb{R}^{2n} = \sigma(I \otimes R)(\mu_i + \varphi_i p_i) + 1 \otimes t
\]

\[
T(q_i): \mathbb{R}^{u_i} \mapsto \mathbb{R}^{m} = \alpha(\mu_i + \varphi_i p_i) + \beta l
\]

where \(S\) and \(T\) denote the generative models for shape and texture, parameterized by \(q_i = [s, R, t, p_i]\) and \(q_i = [\alpha, \beta, p_i]\), respectively. Here, \(\{\mu_i, \varphi_i\}\) and \(\{\mu_i, \varphi_i\}\) denote the mean and bases of variations of the shape and texture, which are typically obtained by applying PCA on the training data. The intrinsic shape is composed with a similarity transform, parameterized by a global scaling \(s\), a rotation \(R\) and a translation \(t\). The intrinsic texture is scaled by a global gain \(\alpha\) and biased by \(\beta\). Finally, \(n\) denotes the number of points in the model's shape and \(m\) denotes the number of pixels in the model's texture.

AAM fitting (or tracking for image sequences) is the process of finding the model parameters \(p = [q_i, q_s]\) which best fit an AAM to an image \(I\). This is usually an iterative procedure that sequentially updates the model parameters \(p\) through an update function:

\[
\Delta p = U(p; p) \odot F(I; p).
\]

Here, \(F\) is a feature extraction function that represents the image \(I\) from the perspective of the AAM at its current parameter settings and \(\Delta p\) are the updates to be applied to the current parameters. \(U\) is typically chosen to be the linear update model:

\[
U(F; p): \mathbb{R}^{u_i} \mapsto \mathbb{R}^{u_i} = G_f + b
\]

where \(f = F(I; p)\), although nonlinear mappings have also been used [20]. In any case, a good coupling between \(U\) and \(F\) is required to ensure good predictions of the updates.

Recently, Saragih and Goecke [18] [19] proposed learning the entire fitting procedure in a discriminative framework rather than extracting the update model. Learning is performed on examples of real fitting scenarios, simulated on the training data. Utilizing a different model update for each iteration, the parameter updates can be written as

\[
\Delta p_i = G_i F(I; p) + \sum_{j=1}^{i-1} \Delta p_j + b_i
\]

where \(\{G_i, b_i\}\) is the fixed update model for the i-th iteration. Given the training set, the optimal update models for all k iterations can be found by minimizing a cost function over the hand-labeled annotations for the j-th training sample:

\[
p^* = \min q_i \left\| s - S(q_i) \right\|^2.
\]

The parameters of this cost function are the update models themselves. A distance function that penalizes the difference between the manually annotated shapes and the predicted model's shape after \(N_i\) iterations is used [19]. Compared to texture based error measures, commonly used in generative AAM fitting, this distance function better encompasses all available knowledge about the optimal parameter setting, i.e. the hand-labeled annotations. With this formulation, the training procedure essentially simulates real fitting problems on the set of training images and perturbations.

Having trained the update models, AAM fitting then proceeds by simply applying all pre-computer update models for all trained iterations with no early termination. If the unseen images and their
perturbations resemble those in the training set, then the fitting performance of the minimizer can be expected to approach that at training. This discriminative-iterative approach boasts significant improvements over other AAM fitting methods in both convergence accuracy and rate. Furthermore, these improvements are afforded without sacrificing computational efficiency. Also, the method affords excellent generalizability, as evidenced by its high convergence rates [19].

4. Facial Expression Deformation Models

In this section, we describe a novel approach proposed by Obaid et al. [6] to represent facial expressions based on a quadratic deformation model applied to muscle regions. For each expression, the non-linear nature of muscle deformations can be captured using the following steps:

1. Subdivide the face into 16 muscle based facial regions, as shown in Figure 2.
2. Using the most general rubber-sheet transformation of second degree, derive the deformation parameters for each region by applying the least-square minimization technique, as shown in Figure 1.

3. Construct Facial Deformation Tables (FDT) to mathematically represent each expression. The three steps are described in more details in the following sections.

4.1 Defining Facial Regions

To define facial regions that can be used to represent facial expressions mathematically, we looked at the FACS description of facial expressions [2]. FACS defines facial expressions based on an anatomical analysis of facial behavior and on all visually distinguishable facial movements, in which every facial movement is a result of a muscular movement [3].

Using the FACS definition and the anatomy of the facial muscle system from [1], we defined sixteen regions that represent the deformation of the facial expressions. The sixteen regions form the minimum number for defining independent facial muscle groups. Figure 2 illustrates the defined facial regions.

4.2 Rubber-sheet transformations to derive the facial expression deformation parameters

Rubber-sheet transformations are higher-order (non-linear) polynomial transformations [4] [5]. The name comes from the logical analogy of overlaying an elastic piece of rubber to fit over a surface of some shape.

In the two-dimensional space, rubber-sheet transformations are defined by a pair of equations:

\[
\begin{align*}
    x_i' &= a_1 x_i^2 + a_2 x_i y_i + a_3 y_i^2 + a_4 x_i + a_5 y_i + a_6 \\
    y_i' &= b_1 x_i^2 + b_2 x_i y_i + b_3 y_i^2 + b_4 x_i + b_5 y_i + b_6
\end{align*}
\]

where \( n \) is the number of transformed points and \( a_i, b_j \) are the transformation parameters.

Generally, the above 12 transformation parameters are not known, but the coordinate points before and after the transformation are known (i.e. \( (x_i, y_i) \) and \( (x_i', y_i') \) from the transformation equations above) as shown in Figure 3. With enough coordinate points, the solution for the 12 parameters that best fit the transformation can be worked out by solving from the known coordinate points.
4.3 Facial Deformation Tables (FDTs)

To achieve the facial expression representations, we defined a Facial Deformation Table (\( FDT_E \)), for an expression \( E \), that represents the deformation parameters for each facial region of expression \( E \). The following describe the procedure to compute a \( FDT_E \) for each of the six main expressions (happy, sad, fear, surprise, anger, and disgust).

- **Facial expression data acquisition:** We analyzed the facial expressions of twelve model subjects. Each subject was asked to perform the six main facial expressions from the neutral facial expression state. A series of frontal photographs of the face were taken to capture each of the expressions. The subjects had several markers positioned on their faces for the duration of the photography. The twelve models were 20-50 years old.
- **Collecting Coordinate points:** The image data was analyzed for each facial expression by collecting the coordinate points for the neutral expression and the performed expression (before and after the expression). The collected coordinate points were grouped into their facial regions as described in section 4.1.
- **Normalization:** All of the global head movements are eliminated by pose- and scale-normalizations. The normalization is done based on two global facial locations (eye pupils), this process is described further in step (1) of section 5.
- **Computing the deformation parameters:** For each of the facial expression coordinate data sets, the deformation parameter values were computed as described in section 4.2. This computed result

\[
G_x = \sum (x_i - (a_1 x_i^2 + a_2 x_i + a_3 y_i + a_4 x_i + a_5 y_i + a_6))^2 \\
G_y = \sum (y_i - (b_1 x_i^2 + b_2 x_i + b_3 y_i + b_4 x_i + b_5 y_i + b_6))^2 
\]

The minimum of the sum of squares is found by setting the gradient of \( G_x \) and \( G_y \) to zero with respect to all unknown variables.
forms the $FDT_E$ for expression $E$.

5. Classification of Facial Expressions

In this section we demonstrate how to utilize the $FDT_E$ in the recognition of the six main expressions. Figure 4 shows the recognition process which consists of five main steps: (1) tracking feature points, (2) registering the natural expression feature points, (3) using the $FDT_E$ to transform the feature points from step 2, (4) Using the Euclidian distance for similarity measurements, and (5) recognizing the facial expression. The following sections describe the above steps in more details.

Step (1): Tracking feature points

The initial locations of the tracked points are based on the MPEG-4 FAPs [14]. The complete set consists of 68 FAPs, but in this study a sub-set of 37 FAPs (Figure 5) was used since many points were considered irrelevant. In particular, we omitted any FAPs that do not get involved in co-articulation nor expressive articulation. This includes the “high-level” FAPs (viseme and expression), and FAPs dealing with ears and global head rotation.

Using the tracking algorithm described in section 3, we tracked the movement of the 37 facial feature points shown in Figure 5.

Figure 5: The tracked facial feature points based on the location of the MPEG-4 FAPs

To analyze the details of the facial feature points, global head movements are eliminated by pose- and scale-normalizations. The normalization is done based on two global facial locations (eye pupils) $p_1$ and $p_2$ (Figure 6).

Figure 6: Normalisation operations: (i) translating the points about the origin (ii) eliminating the XY rotations (iii) scaling operation.

Step (2) Registering the natural expression and using the $FDT_E$

The normalized facial feature point locations are registered for the natural expression at the start of the recognition session. The registered points for the natural expression are then used as a reference ($R_{natural}$) for the duration of the session. Currently, the process of identifying the reference natural expression is done manually; however, as a future extension to this work, and to eliminate this manual process, we will look at using a normalized average of the natural expression’s facial feature points obtained from several subjects.

\[ \text{The line } (m, n) \text{ is the perpendicular bisector of the line } (p_1, p_2). \text{ All of the points were normalized through the following three transforms} \]

- Translate point $m$ to the origin, and then translate all other points about the origin by $(-m_x, -m_y, -m_z)$ as illustrated in Figure 6 (i).
- Rotate all points about the origin by $\theta$ around the $Z$-axis, where $\theta$ is the angle between vector $(p_1, p_2)$ and the $X$-axis (see Figure 6 (ii)).
- Scale all the point to $\left( \frac{x_i}{x_{p_i}}, \frac{y_i}{y_{p_i}} \right)$ as shown in Figure 6 (iii). This operation will scale points $p_1$ and $p_2$ to $(-1, 0)$ and $(1, 0)$ respectively, and point $n$ to $(0, -1)$. 

\[ p_1 = (-1, 0) \quad m \quad p_2 = (1, 0) \quad n = (0, -1) \]
Step (3) Using the FDT_E

In this step, we apply the FDT_E deformations models (described in section 4) to the reference points R_{natural} from step (3). This will formulate a deformed reference for each of the expressions (R_E, where E = <smile, angry, sad, fear, surprise, disgust>). Using the set of deformed references, we can recognize the facial expression based on similarity measures as explained in step (4).

Step (4) Euclidean distance similarity measure

After having extracted the tracked facial feature points from step (1) and using the set of deformed expression references (R_E) from step (3), our next task is to find the similarity measure \(d\) such that \(d(P^T_i, P^E_i)\) is small if and only if \(P^T_i\) and \(P^E_i\) are close, where in this case \(P^T_i\) represents the tracked points and \(P^E_i\) represent the deformed reference points as shown in Figure 7.

![Figure 7: Euclidean distance measures](image)

In our method, we compute \(d\) by summing the Euclidean distances between the tracked points and \(R_E\) as follows

\[
d_E = \sum_{i=1}^{n}(x_i^T - x_i^E)^2 + (y_i^T - y_i^E)^2
\]

where \(n\) is the total number of facial feature points and \(d_E\) is the total sum of distances for expression \(E\). Since \(E\) is a set of the six main expressions, we compute a vector of six Euclidean distance measures, which will be used in Step (5) for recognizing the facial expression.

Step (5) Facial Expression Recognition

Using the Euclidean distance measures’ vector, computed from step (4), facial expressions are classified based on the following rule [15]: “A small distance is equivalent to a large similarity.”

Therefore, the smallest value computed in the Euclidean distance vector is chosen to be the recognized expression.

6. Experimental Results and Discussion

To evaluate our facial expression recognition method in terms of accuracy, we have performed experiments on 30 subjects (15 females and 15 males) chosen randomly from the Cohn-Kanade Database [16]. Using the CKDb to randomly select facial expression images allows us to ensure the diversity of the chosen images in terms of facial characteristics such as shape, size and texture. Each subject expressed the six main facial expressions from the natural facial expression state.

Overall, the selected 30 subjects’ database consists of 992 natural images and 2432 expressed images, of which, 448 images for Anger, 296 images for Disgust, 346 images for Fear, 532 images for Smile, 423 images for Sad and 387 images for Surprise. For each subject, one natural image and all expressed images were used in the evaluation experiment.

Using the classification method, described in section 5, we performed the evaluation experiments for each subject. The overall recognition accuracy results are summarized in Table 1.

The results show 88.9% overall recognition accuracy of all expressions with the highest recognition rates of Surprise (100%) and the lowest recognition rates of Fear (66.7%).

The distinct deformation feature of the surprise expression (opening the mouth and dropping the jaw) allows the system to have a 100% recognition accuracy rate of the surprise expression. While, the deformation features of the Fear expression (pulling the mouth corners and a slight opening of the mouth) can overlap with other expressions (disgust and surprise) which explains its lower recognition rate of 66.7%.

Comparison results of the proposed approach with

<table>
<thead>
<tr>
<th>Expression</th>
<th>Smile</th>
<th>Sad</th>
<th>Angry</th>
<th>Fear</th>
<th>Disgust</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smile</td>
<td>93.3%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>3.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Sad</td>
<td>0.0%</td>
<td>96.7%</td>
<td>6.7%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Anger</td>
<td>0.0%</td>
<td>3.3%</td>
<td>93.3%</td>
<td>3.3%</td>
<td>13.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Fear</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>66.7%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Disgust</td>
<td>6.7%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>23.3%</td>
<td>83.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Surprise</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>6.7%</td>
<td>0.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>
recent results achieved by other methods that use AAM face appearance vectors and use the same CKDb database, such as Support Vector Machines (SVM) classifier [21] or Neural Networks classifier (NN) [22] are shown in Table 2.

### TABLE 2: Facial expression recognition accuracy rates of different methods

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Smile</td>
<td>72.6%</td>
<td>99.0%</td>
<td>93.3%</td>
</tr>
<tr>
<td>Sad</td>
<td>82.8%</td>
<td>78.05%</td>
<td>96.7%</td>
</tr>
<tr>
<td>Anger</td>
<td>75.9%</td>
<td>87.0%</td>
<td>93.3%</td>
</tr>
<tr>
<td>Fear</td>
<td>84.7%</td>
<td>83.0%</td>
<td>66.7%</td>
</tr>
<tr>
<td>Disgust</td>
<td>80.4%</td>
<td>91.0%</td>
<td>83.3%</td>
</tr>
<tr>
<td>Surprise</td>
<td>83.8%</td>
<td>95.0%</td>
<td>100%</td>
</tr>
<tr>
<td>Overall</td>
<td>80.0%</td>
<td>88.8%</td>
<td>88.9%</td>
</tr>
</tbody>
</table>

Generally, our approach outperforms the SVM method, and has nearly the accuracy performance as the NN method. However, if we exclude the recognition rate of the ‘Fear’ expression, our approach outperforms the two methods. More work toward improving the accuracy of the ‘Fear’ expression will certainly result in achieving a higher overall recognition rate. One way to improve recognition rates of facial expressions that deform in a similar manner is to compute similarity measures based on distinct features of different facial expressions by assigning different weight values. This will be explored in further details as a future extension to this work.

Though we utilized a manual annotation method our approach is geared towards real-time use. On a standard PC, with Intel® Core™2 Quad CPU Q6600 @ 2.40GHz, our approach without any optimization performs at 16ms per frame with one face tracked (around 62 frames per second).

### 7. Conclusion and Future Work

We proposed a novel facial expression recognition method by utilizing an AAM facial feature tracking system with a quadratic deformation model representations of facial expressions. The method tracks 37 facial feature points corresponding to the layout of the MPEG-4 standard FAPs. The reference natural expression facial feature points are extracted and deformed according to the FDTs described in [6]. Applying the Euclidian distance similarity measures on the tracked points and the reference deformations allows us to recognize facial expression.

Our results show that the overall average facial expression recognition rate is 88.9%. The achieved accuracy clearly shows encouraging results and can lead to future direction for higher rates in facial expression analysis and recognition.

A future direction for this research is to eliminate the manual process of registering the reference natural expression to fully automate the facial recognition process. One could also research the minimum number of tracked feature points required to maintain high recognition rates. Finally, further work is employed on improving the accuracy performance by identifying distinct deformations of facial features for different expression.
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