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A B S T R A C T

The aim of this paper is to present the definition of the measures for the import-coupling of OCL expressions, along with the empirical validation of these as early indicators of the maintainability of OCL expressions. This empirical validation has been carried out by means of an experiment and its replica, conducted with undergraduate students of Spanish and Argentinean universities, respectively. To perform this experimental activity, we have followed a cognitive theory-based approach, since the understanding of the cognitive demands that OCL expressions place on software engineers will allow us to examine in greater depth the real influence of import-coupling on the maintainability of OCL expressions. The empirical results, obtained through the analysis of the data from the experiment and its replica, first of all separately and then together after a meta-analysis study, reveal evidence suggesting that import-coupling exerts a certain amount of influence on the comprehensibility and modifiability of OCL expressions. The measures that have most influence on OCL expression comprehensibility are those related to problem objects (Number of Navigated Relationships (NNR), Weighted Number of Navigations (WNN), Depth of Navigations (DN) and Number of Attributes referred through Navigations (NAN)), relationships between problem objects (Number of Navigated Classes (NNC) and Number of Explicit Iterator variables (NEI)), as well as reified objects (Weighted Number of Collections Operations (WNCO)). On the other hand, it is only measures related to relationships between problem objects that are the main influence on OCL expression modifiability. The influence of import-coupling on the comprehensibility and modifiability of OCL expressions was reaffirmed through the cognitive complexity (i.e. we show that import-coupling affects the cognitive complexity and that the latter influences the comprehension and modification of OCL expressions). These results may have educational implications, apart from what they might mean for practitioners in the industry, as is explained in the conclusions.

© 2010 Elsevier Inc. All rights reserved.
1. Introduction

The growing attention given to using models in software development, such as in Model-Driven Development (MDD) [1], has brought model quality into the forefront as an area of research [63,52,57]. In particular, there is special interest in the quality of models specified with the Unified Modeling Language (UML) [67] since it is the current modeling standard for system development and it is being adopted increasingly throughout the world [41].

Although UML models provide a good view of software architecture, they are underspecified [36], due to the fact that not all the constraints and essential aspects of a system can be represented by using diagram-based UML notation [43]. UML models should be supplemented with the use of a textual add-on, the “Object Constraint Language” (OCL) [68], which provides the expressiveness and precision that diagram-based UML notation lacks [22,15,16]. Several authors recommended using OCL for expressing constraints in UML models, when designing object-oriented systems [27,90,87]. OCL is also recommended for specifying business rules in data base applications [28], and it has been extended to express security constraints in database models [32] and in datawarehouse models [70]. OCL was also used in a precise definition of software measures for statechart diagrams [76] and for business process models [81].

Most important software providers are recognizing the importance of OCL for developers and testers, promoting their use and incorporating OCL into their own tools [59,72].

All this serves to demonstrate that OCL is becoming an increasingly significant topic. In addition, it has been recognized that OCL could help to enhance the quality of the software produced [36,89,90,7,54], though measures which objectively quantify the quality of OCL expressions do not exist.

The gap in the field as just outlined was what triggered off the research we have been carrying out over the last 5 years. Its focus has been the definition and validation of measures with which to study the influence of import-coupling on two maintainability sub-characteristics of OCL expressions, namely comprehensibility and modifiability.

Our hypothesis is that the import-coupling of an OCL expression within a UML/OCL model may influence the cognitive complexity (i.e. the mental burden of individuals: modelers, developers, testers, etc.), and that high cognitive complexity leads to the situation where OCL expressions exhibit undesirable external qualities [48], such as lower levels of comprehensibility and modifiability. This hypothesis is based on the relationships presented in Fig. 1, which constitutes the theoretical basis for developing quantitative models [8–10].

Why are we interested in the influence of import-coupling on comprehensibility and modifiability? Our reasons are as follows: The extent to which an OCL expression depends on the rest of the UML model, i.e. the import-coupling [6] of an OCL expression, could influence its comprehensibility: The larger the UML context imported to the scenario of an OCL expression, the lower the comprehensibility of that OCL expression. Moreover, when a high number of references are used, implicit assumptions may become invalid over time, thus creating a situation where an OCL expression is more likely to have to be modified. The availability of import-coupling information of a model at early stages would be useful in deciding, for example, which classes should undergo more intensive verification or validation; design decisions can also be justified better.

- We focus on the comprehensibility of OCL expressions within a UML model, since these expressions should be comprehensible and flexible enough for any modification of their meaning to be easily incorporated into the model. Moreover, as comprehension is responsible for up to half the total cost of software maintenance [64], OCL expressions should be carefully considered, since they can be difficult to read and write [20,37,42] and OCL navigation can become complex or may be rather verbose to write [20].

We have specifically focused on OCL expressions specified on UML class diagrams, since the class diagram is one of the most commonly used diagrams in software modeling and is perceived by practitioners to be the most important diagram type [31,41].

Although the mechanism which causes the effect of measures on external quality attributes is assumed to be cognitive complexity [19] (i.e. the mental burden of individuals: modelers, developers, testers, etc.), the definition of measures and the findings of empirical studies are rarely explained using cognitive theories. Darcy and Slaughter [26] argue that the consideration of a theoretical perspective, such as human cognition, provides a solid foundation upon which to derive an integrative model relating internal and external attributes of software quality, and this is fundamental to the success of software measurement [33].

![Fig. 1. Relationship between structural properties, cognitive complexity, and external quality attributes [8–10].](image-url)
That being so, we believe that the introduction of cognitive theories will contribute towards the achievement of two goals:

- To provide a better and more complete explanation of the defined measures. Many traditional measures are supported by the fact that they are clearly related to cognitive limitations [5]. The understanding of the cognitive demands that OCL expressions place on software engineers will allow us to examine in greater detail the real influence of import-coupling (a structural property) on the maintainability of OCL expressions. Cognitive models have been used to attain this goal.
- To provide a better and more precise interpretation of the findings obtained through empirical studies from a cognitive point of view. The main categories of the mental models of modelers dealing with OCL expression comprehension were taken into consideration to assist in the attainment of this goal.

All that has been said so far was what led us to propose the main goals of this paper, which are the following:

- To present the cognitive theories used to explain how modelers deal with OCL expressions, providing a more solid interpretation of the empirical findings.
- To present a family of experiments, consisting of a controlled experiment and its replica, which were carried out to test our previously-defined hypothesis (Fig. 1); i.e. we want to assess the impact of import-coupling on the comprehensibility and modifiability of OCL expressions.

This paper is organized as follows: Section 2 introduces the cognitive theories used in this paper. Section 3 presents a set of measures for import-coupling, providing an explanation of these through a cognitive model. Section 4 presents a controlled experiment and its replica, which were carried out to evaluate the capability of the import-coupling measures defined as indicators of the comprehensibility and modifiability of OCL expressions. Section 5 describes the data analysis of each individual experiment. The integration of results through meta-analysis is presented in Section 6. Section 7 presents related work, and finally, Section 8 summarizes the main contributions of the paper and outlines future work.

2. Cognitive theories

In this section we briefly describe the cognitive theories used to define measures for OCL expressions, as well as to interpret the results obtained in the experimentation which validate such measures.

We believe that the selection of a cognitive theory should be dependent on the artifact measured. In our case, the artifacts are expressions in a declarative language [67]. Two cognitive theories of program comprehension were used: a cognitive model [18] and a mental model [12]. A cognitive model describes the cognitive techniques and temporary information structures in the subject’s head which are used to form the mental model [86], whereas a mental model describes a subject’s mental representation of a software artifact that has to be understood.

We are conscious that the application of the aforementioned theories are not straightforward, since they were defined for program comprehension, and that OCL expressions are declarative constraints which do not become embroiled in implementation details as a program does [43]. However, we consider that both models (cognitive and mental) are generally sufficient for application in the comprehension of a declarative language such as OCL. In fact, the essence of program comprehension is to identify artifacts, discover relationships, and generate abstractions [65]. We believe that, regardless of the language (imperative or declarative), the comprehension of its specifications (or products) involves different cognitive aspects.

We have therefore based the current work on the two cognitive theories mentioned previously, which will be described in more detail in the following two sections.

2.1. A cognitive model

This section briefly describes the Cognitive Complexity Model (CCM model) defined by Cant et al. [18]. The CCM gives a general cognitive theory of software complexity which elaborates on the impact of structure on comprehension. The CCM model defines two cognitive techniques that we believe are also applied by UML modelers when they comprehend OCL expressions. The two cognitive techniques (chunking and tracing) are concurrently and synergistically applied in problem solving:

- Chunking involves the recognition of a set of declarations and the extraction of information from these; this is remembered as a chunk (a single mental abstraction), whereas
- Tracing involves scanning in different directions, in order to identify pertinent chunks.

Tracing usually disrupts the process of chunking [46]. Typical examples of the application of tracing are when an OCL expression attached to a contextual type uses rolenames to refer to other classes or when an inherited property needs to be understood.
We believe that OCL expressions are key facilitators in the construction of chunks as well as compound chunks. Moreover, the constraint declared by an OCL expression is often captured by the mnemonics of the OCL expression’s name, and this can help to associate high level concepts with program concepts. In our cognitive model, we argue that when a modeler is primarily chunking an OCL expression within a UML/OCL model, there are dependencies that, to be resolved, require the modeler to perform a certain amount of tracing (in different directions) to find relevant features such as rolenames, attributes, classes, etc. Having found their features, modelers will once again chunk to comprehend it. Conversely, when modelers are primarily tracing, they will need to chunk to understand the effect of the chunks identified. Moreover, as El-Eman recognizes in [30], a certain amount of coupled chunks do not affect cognitive burden, until a limit is exceeded and short-term memory overflows. On many occasions the modelers have to switch constantly between textual specification (OCL expressions) and graphical specification (UML diagram). The effects of the difficulty of chunking and tracing on complexity can be modeled graphically using a landscape model. While reading an upper-level chunk, a dependency requires the modeler to suspend reading the original OCL expression because of the need to undertake tracing if the chunk being analyzed at that moment is to be fully understood. This is exemplified in the following. The upper part of Fig. 2 shows a UML/OCL combined model where an OCL expression had been defined for the flight class, meaning that the quantity of passengers of a flight must be lower or equal to the capacity of the type of plane for that flight. The landscape model for the OCL expression, named “flight capacity”, is shown in the bottom part of Fig. 2. At the top-level of the diagram there is a single chunk visible, the OCL expression, delineated by the two markers (f, g). This chunk is interrupted by three lower-level chunks. The first interruption is common to every OCL expression where the modeler traces the context of the expression (the Classifier written after the context keyword) to locate within the UML diagram. The second interruption, depicted as the “vertical drop” x1P represents in visual form the work required in tracing the relevant features in the UML diagram. In this case, that implies following a navigation from the flight class to another class where its opposite-end rolename is defined as “plane”. Having found this class, the modeler must chunk it, as well as chunking the cardinality associated with the rolename mentioned. Then the modeler should follow a new navigation from Flight to Type_of_plane using the “planetype” rolename, and after chunking the meaning of the latter class, the modeler should chunk one of its attributes, namely “capacity”. The third and last interruption during the comprehension of the flight_capacity OCL expression is during the navigation (drop x4P) to the Passenger class, to obtain the size of the set of passengers. As described above, the modeler should switch between textual and graphical information (between ASCII declarations – the OCL expressions – and UML diagrammatic notations) in order to fully capture the meaning of an OCL expression. For instance, while reading a navigation in an OCL expression, the modeler should follow the rolenames used in the UML diagram. In their cognitive model, Cant et al [18] consider the spatial distance of tracing as a factor of difficulty in this cognitive technique. This factor is seen as the distance, measured in program comprehension and possibly through lines of code, between two chunks for which there is a dependency.

The spatial distance of tracing an OCL expression is captured by the distance of the contextual instance from the most distant coupled object through the DN measure (Depth of Navigations). We should also take into account that, in general, OCL expressions are not graphically attached to UML models. They are, rather, included in the underlying model repository [90], so the automated tool used to storage the model repository should facilitate the visualization of both the OCL expression and UML diagram at the same time, otherwise the spatial distance could negatively influence the cognitive load.

![Fig. 2. An OCL expression attached to an UML class.](image-url)
2.2. A mental model

This section introduces the concept of a mental model. People create mental representations to reason about and explain the objects and information in the world, behavior of systems, etc. A predictive representation of real world systems is called a mental model [66]. Mental models play an important role in software comprehension and correspondingly in comprehension-related tasks, such as modification and debugging [74,53]. Mental models are part of the dimension of Direction of Comprehension that refers to approaches regarding how programmers comprehend software. Three well-known strategic approaches are the bottom-up, top-down and opportunistic cognitive models. The main categories of mental models employed by modelers in comprehending OCL expressions are:

- **Problem objects**: The objects (main concepts) of the problem domain to which the OCL expressions are attached.
- **Relationships between problem objects**: Association, composition and inheritance relationships between objects.
- **Reified objects**: These are not problem domain objects per se, but are represented to complete the representation of relationships between problem objects, e.g. OCL collections.

These categories are based on a work of Burkhardt et al. [12].

Using the previous example of Fig. 2, the chunking of the OCL expression involves the chunking of four problem objects: the flight, the plane, the planetype and the passenger; the comprehension of three relationships between objects: passengers of a flight, the plane used in the flight and the type of plane associated with the plane. An example of a reified object is the set of passengers (a collection is obtained through navigation) which is represented by the subexpression self.passengers.

3. A proposal of measures for OCL expressions

This section presents a summary of the measures we have defined for measuring import-coupling in OCL expressions. These measures were defined following a rigorous and methodological process, proposed in [17], originally and refined and extended in [75]. The informal definition using natural language and theoretical validation of these measures was presented in [35]. Their definition was later formalized by using OCL, in order to avoid ambiguities and misconceptions [78].

In addition, we will explain the definition of measures using the CCM model proposed in [18] which, as was commented in Section 2, is based on two main cognitive techniques: chunking and tracing. These techniques provide the basis for giving a cognitive explanation of the definition of import-coupling measures for OCL expressions. We believe that it is relevant to have a cognitive model of the concepts (or chunks) that may be imported or captured within an OCL expression, and of the OCL mechanisms that allow modelers to import them.

As Cant et al. commented, it is difficult to determine what constitutes a “chunk”, since it is a product of semantic knowledge [18]. Examples of chunks are classes, methods, attributes, etc. Within a UML/OCL model, an OCL expression constitutes a suitable “chunk” unit which modelers should comprehend as a whole declaration that constrains an aspect of the system being modeled. Other kinds of chunks are the attributes and operations (object properties) which are mentioned within an OCL expression. To understand an OCL expression as a chunk, UML modelers must carry out tracing (of the UML diagram to which the expression is attached) to find pertinent object properties imported to the OCL expression scenario and then chunk them. The understanding of an OCL expression as a chunk therefore involves a strong intertwining of tracing and chunking techniques. The tracing activity within the comprehension of source code is rather different from the cognitive techniques of tracing within an OCL expression. In the former, the scanning of the relevant chunks is not guided, whereas in the latter the tracing is mostly traced by OCL navigations.

Our first attempt to define the measures implied analyzing which OCL concepts, specified in its metamodel [67], were relevant to both of the cognitive techniques of chunking and tracing. These cognitive techniques are exemplified through the following examples:

- The contextual instance, i.e. self, provides a point of reference for the interpretation of an OCL expression. Whenever we use the self keyword, we are chunking the main object to which the expression refers.
- OCL expressions can be read and evaluated from left to right, combining different properties, similarly to the composition of functions. However, each time a navigation is used, the modeler should stop comprehending the OCL expression and should trace the UML diagram through the rolenames (properties) mentioned in the expression. Although the meaning of the navigation is subsumed in the meaning of the expression, tracing the UML diagram disrupts the left to right understanding of the expression. The evaluation of the navigation will involve the understanding of the rolenames (or class names if rolenames are omitted in the diagram) mentioned in the navigation, in order to trace these in the class diagram, as well as to look for the classes and attributes (or operations) mentioned through the navigation, and eventually to understand the OCL expressions associated with them if they have OCL expressions attached.

For the sake of brevity, we shall show only the complete definition of two measures: the Number of Explicit Self (NES) and the Number of Navigated Relationships (NNR).

NES is defined as follows:
• **Definition:** This measure counts the number of times “self” is used in an explicit form in an OCL expression.

• **Example:** The upper part of Fig. 2 shows part of a UML class diagram in which an OCL expression, denominated as “flight_capacity”, has been defined in the context of the Flight class (the contextual type), meaning that the number of passengers on a flight must be lower than, or equal to, the capacity of the type of plane for that flight. The value of NES for the expression of Fig. 2 is 2, since “self” was used twice.

• **Goal:** By using the contextual instance, it is possible to access different object properties (attributes, operations, association-end) of the contextual type. So each of the property accessed through “self” involves tracing from the OCL expression to the contextual type in the UML model and from that UML contextual type in the model to another UML artifact (classes if the property used is an association-end or attribute or method of the contextual type). A high number of references of the contextual instance will increase the knowledge of the contextual type and will consequently also increase the extent of the OCL expression. The greater the number of times “self” is used may indicate that the context is that much harder to understand. For that reason, we believe that the number of references to the contextual instance should be kept as low as possible.

• **Cognitive explanation:** The first step in constructing a conceptual model is to identify a set of fundamental concepts with which to describe the domain; these concepts appear in the model as classes or types. Cant et al. [18] argue that classes are typical examples of chunks during software comprehension. Self represents an object of the contextual type (usually a class diagram). Self is the target object that should be chunked by the modelers in order to understand or modify an OCL expression. The greater the amount of times that the contextual instance appears within an OCL expression, the greater the context of the contextual type to be comprehended. There are many research works dealing with the upper limit of the human capacity to process, with reliable accuracy, information on concepts which are interacting simultaneously. For example, Miller [60] argues that people are able to remember about 7 chunks in short-term memory (STM) tasks, while other authors such as Cowan [24] or Broadbent [11] propose an average capacity limit of about 4 chunks. Although cognitive thresholds for the processing of information are not within the scope of this paper, we believe that the particular limit for modelers when comprehending an OCL expression depends on the different chunks involved, and also on the familiarity of the information encountered, i.e. experience of the domain comes into play [52]. Nevertheless, the value of NES for an OCL expression should be low, so as not to overload the modelers.

NNR is defined as follows:

• **Definition:** This measure counts the total number of relationships that are navigated in an expression. Two special cases are considered: (1) If a relationship is navigated twice, then this relationship is counted once (when a concept is repeatedly recalled, it becomes easier to recall once more and so can be easily assimilated [40]), (2). Whenever an association class is navigated, we will consider the association to which the association class is attached.

• **Example:** The value of NNR corresponding to the expression of Fig. 2 is 3, because three relationships were navigated: the relationship between Flight and Plane (through the plane rolename), the relationship between Plane and Planetype (using planetype) and the relationship between Flight and Passenger (using passenger).

• **Goal:** As Warmer and Kleppe [90] remark, one argument against complex navigation expressions is that the writing, reading, and understanding of OCL expressions become very difficult. The meaning of each relationship involves the understanding of how the objects are coupled to each other, the arity of the relationships, etc. The larger the set of relationships to be navigated, the greater the context to be comprehended.

• **Cognitive explanation:** From a cognitive point of view, NNR implicitly quantifies the effort of tracing by modelers when it is necessary for them to understand the association and composition relationships during navigations within an OCL expression.

As mentioned previously, the whole set of measures we have defined can be found in [35]. Due to the fact that OCL expressions are short assertions using different OCL mechanisms, it is not common to find all the import-coupling concepts at the same time in an OCL expression, as this would be cumbersome. That being the case, in this paper we have decided to consider the most relevant and core concepts from OCL literature, i.e. those which are most frequently used in common OCL expressions (Table 1). Table 1 shows each measure’s acronym and name (first and second columns respectively), the cognitive techniques to which they are related (third column) and the structural property captured by the measure (fourth column, obtained from its theoretical validation, carried out following Briand et al.’s framework [61]).

NNR, NAN, NNC, WNN and DN are measures related to tracing, because they measure an aspect to do with navigations. Nevertheless, tracing and chunking are applied concurrently. So, although NNC and NAN are measures which involve tracing, they are also considered to be chunking measures. This is because, once the modelers resolve the tracing activity, they should chunk the meaning of a class or attribute, respectively. NEI measures the chunking of objects related to collections operations. NKW and NCO are seen as chunking measures, since the expression itself needs to be chunked, i.e. a constraint associated to the contextual instance.

Although the main focus of this article is to validate import-coupling measures empirically, we must take into account size measures, due to the fact that, in any OCL expression, both structural properties coexist. We have followed a recommendation provided in [30], which suggests that controlling the size would not bias findings in coupling studies during experimentation. Table 1 therefore also shows the size measures which we considered in this paper.
4. A family of experiments

The empirical validation of measures through controlled experiments is fundamental if we are to ensure that the measures are actually significant and useful in practice [51]. An experiment may be a part of a common family of studies, rather than being an isolated event [2]. Common families of experiments allow researchers to answer questions that are beyond the scope of individual experiments and let them generalize findings across studies. Evidence is thus provided to confirm or reject specific hypotheses. In addition, common families of studies can contribute to devising important and relevant hypotheses that may not be suggested by individual experiments. We have therefore run a family of experiments, to ascertain whether the measures defined for import-coupling can be used as early indicators of comprehensibility and modifiability in OCL expressions.

The experimental process [91] followed to carry out this family of experiments, consisting of one experiment and its replica, will be described thoroughly in the remainder of this section. The experiment and its replica are described concurrently, since their experimental phases are identical. Details are given of the differences, which basically refer to the selected subjects and data analysis.

We have carried out a strict identical replica [2], given that the replicator is the same person (the first author of the paper) as the conductor of the original experiment, and that the experiment, as well as its replica, share the goal of testing the same hypotheses. The subjects were different in each experiment.

4.1. Family goals and context definition

Using GQM template [3] for goal definition, the goal of the family is to:

Analyze import-coupling measures of OCL expressions attached to UML class diagrams
With regard to their capability of being used as comprehensibility and modifiability indicators of OCL expressions
From the point of view of researchers
In the context of the undergraduate students from two universities, a Spanish university (UPV) and an Argentinean one (UNSL).

The subjects who participated in this family of experiments have the following characteristics:

- **Experiment:** Forty-six students enrolled in a fifth-year course of Software Engineering at the Technical University of Valencia (UPV) were invited to participate in a seminar of 10 h about OCL. As an inducement to enroll on the course, the students were informed that they would be given an assessment and that its result would be taken into account in their being awarded or not an extra credit as part of their course assessment process.

- **Replica:** Thirty six students who participated in a course in the Eighth International School of Computer Science (held in San Luis, Argentina) were the subjects of the replica. The duration of the course was 20 h, and the replica experiment was run during the last 2 h. The subjects were undergraduate students from various universities, along with graduate students. The data obtained in this replication was called “UNSL”.

4.2. Variables selection and hypotheses formulation

The independent variable (IV) is the import-coupling of OCL expressions. The dependent variables (DVs) are the comprehensibility (COM) and modifiability (MOD) of OCL expressions, which are two sub-characteristics of maintainability [48]. The IV is measured by using some of the measures previously presented in Table 1. We used NNR, NNC, WNN, DN, WNCO, NEI and NAN measures, since they all capture an aspect of import-coupling in their intent, through navigation or collection operation concepts.
The last three measures shown in Table 1 (NKW, NES and NCO) are size measures and, as we mentioned previously, size was studied as a confounding factor for many coupling measures. Bearing this in mind, we carefully defined the experimental object in such a way that the values of these measures do not bias our findings during experimentation. We have also attempted to keep their value as constant as possible.

The values of the measures corresponding to the UML/OCL models used as experimental objects are shown in Table 2. The content of the first column is related to the complexity of the models and is explained in Section 4.3.

The DVs variables were measured by using the following measures, whose values were obtained through the experimental tasks (Section 4.3):

- **Comprehensibility Efficiency** (COM Eff): Correct answers/COM Time.
- **Modifiability Efficiency** (MOD Eff): Correct options selected/MOD Time.

Moreover, rating tasks (Section 4.3) were used to obtain two measures (of the subject perception), called COM Subjective Complexity (COM SubComp) and MOD Subjective Complexity (MOD SubComp), respectively. These measures are essential if we are to estimate the cognitive load of subjects when dealing with UML/OCL combined models.

We formulated different hypotheses, according to distinct beliefs. These are explained below, and are summarized in Fig. 3:

- **Belief 1:** The Efficiency of the subjects will be different according to the levels of import-coupling of the UML/OCL models they have to manipulate.
  
  **Hypotheses 1:** $H_{0,1}$ The means of the (COM or MOD) Eff are the same in the different levels of import-coupling, i.e. the mean efficiency (Mean Eff) is the same for all the models. $H_{1,1} = -H_{0,1}$.

- **Belief 2:** The greater the import-coupling, the lower the subjects’ efficiency, i.e. the import-coupling in OCL expressions influences the degree of correctness of the tasks performed per time, i.e. the subject’s efficiency (COM Eff or MOD Eff).
  
  **Hypotheses 2:** $H_{0,2}$ There is correlation between the measures defined for OCL expressions, related to import-coupling and their (COM or MOD) Eff. $H_{1,2} = -H_{0,2}$.

- **Belief 3:** We expect that if the import-coupling increases, then the subjects will perceive the tasks as difficult to comprehend (i.e. “quite difficult to understand” or “barely understandable”), or hard to modify. The import-coupling in OCL expressions makes an impact on the subjective rate of the subjects’ (COM SubComp or MOD SubComp) tasks.
  
  **Hypotheses 3:** $H_{0,3}$ There is correlation between the OCL expression measures related to import-coupling and the (COM or MOD) SubComp. $H_{1,3} = -H_{0,3}$.

### Table 2

<table>
<thead>
<tr>
<th>Models</th>
<th>Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NNR</td>
</tr>
<tr>
<td>LC</td>
<td>Model1</td>
</tr>
<tr>
<td>LC</td>
<td>Model2</td>
</tr>
<tr>
<td>MC</td>
<td>Model3</td>
</tr>
<tr>
<td>MC</td>
<td>Model4</td>
</tr>
<tr>
<td>HC</td>
<td>Model5</td>
</tr>
<tr>
<td>HC</td>
<td>Model6</td>
</tr>
</tbody>
</table>

**Fig. 3.** Experimental hypotheses.
Belief 4: The subjective criterion of subjects when they have to rate tasks is influenced by the COM (or MOD) Time. For example, we expect subjects to rate as difficult those tasks which have taken them more time to complete.

Hypotheses 4: \( H_{0,4} \): The COM or MOD SubComp are not correlated with the COM and MOD Time. \( H_{1,4} \): \( \neg H_{0,4} \).

Belief 5: The perception of the subjects with regard to the complexity of the tasks is influenced by their efficiency when performing such tasks, i.e. we believe that the degree of correctness of the tasks performed per time (the COM Eff or MOD Eff) could be an indicator of the subjective rating given by the subjects with regard to the complexity of the required tasks.

Hypotheses 5: \( H_{0,5} \): The (COM or MOD) SubComp is not correlated with the COM and MOD Eff. \( H_{1,5} \): \( \neg H_{0,5} \).

4.3. Experimental design and procedure

The experimental objects were six UML/OCL combined models, each of which contained one OCL expression. They were designed by covering a wide range of the measure values (except in the case of the NES, NKW, and NCO measures). However, it is impossible to cover all the possible combinations of measure values. Fifteen models were designed initially, but we believed that some models were quite similar, and that the fact of having so many models of the same complexity could bias the experiment result. We therefore carried out a hierarchical clustering of the 15 models, to place them into three groups according to their measure values: Low, Medium or High Coupling (each level of import-coupling is identified by using the acronyms LC, MC, HC respectively) (see first column of Table 2). Finally, we obtained two models for each group, i.e. six models (see example (model 2) in Appendix A at the end of the paper). The remaining material can be found in \url{http://alarcos.esi.uclm.es/OCLExperiments}. Each model included a test, which consisted of three types of tasks:

Comprehension tasks (COM tasks): The subjects had to answer a questionnaire consisting of four questions, which reflected whether or not they had understood the OCL expression attached to the class diagram. The questions concerned the meaning of the OCL expression, the types used in the expressions, as well as the navigation concepts.

Modifiability tasks (MOD tasks): These tasks were different from the previous family of experiments [77], in which the subjects had to write a new OCL expression according to a new requirement. In this family, two different modifications were asked for, in the form of new requirements expressed in natural language. For each modification, the subjects had to select one of three OCL expressions (a multiple choice task). The selected expression had to represent the original OCL expressions (that associated with the model) after being modified according to the new requirement. Note that the correct OCL expression that had to be selected by the subjects had the same measure values as the original expression associated with the model, i.e., it presented the same structural properties. In the previous experiment this situation was not controlled, and the subjects wrote various correct answers, i.e., the OCL expressions were semantically equivalent but their structural properties differed from each other, and the effort of modifiability tasks could not be properly measured.

Rating tasks: Card et al. [19] argue that one way in which to operationalize cognitive complexity is to equate it with the ease of comprehending an object-oriented artefact. Therefore, in order to estimate the cognitive complexity of modelers when dealing with OCL expressions, we gather the subjects’ perception of the complexity of comprehension tasks and modification tasks, using linguistic labels. After finishing each task (COM or MOD tasks), the subjects use a scale of five linguistic labels to rate them (e.g., for COM tasks we used the “Easily understandable”, “Quite easy to understand”, “Normal”, “Quite difficult to understand”, “Barely Understandable” labels). This rating indicates the subjects’ perception of how complex it was for them to perform the COM and MOD tasks.

The six tests were assigned to each subject, so we had a factorial within-subject design. The tests were assigned to the subjects in such a way that no two subjects did the six tests in the same order. The first three tests (and the second three tests) assigned to each subject were models of different levels of coupling, i.e. HC, MC or LC models.

In this paper, \( C_1 \) is identified as the collection of the first tests performed by all the subjects, \( C_2 \) is the second collection, and so on. It is important to note that our intention was that the same number of subjects in each \( C_i \) examined the six models. This meant that the design was balanced.

5. Data analysis and interpretation

In this section, we shall summarize the main aspects of the analysis of the empirical data, carried out with SPSS [85]. We shall carry out a descriptive and exploratory study (Section 5.1) first. We shall then test the hypotheses formulated (Section 5.2). We shall later give a cognitive explanation of the empirical findings (Section 5.3) and describe the threats to validity of the experiment (Section 5.4).

As all the hypotheses formulated are concerned with the degree of dependency between two variables, a bivariate correlation analysis can be used. In Table 3 we also explain the hypotheses and the correlation tests used.

The Spearman correlation coefficient works with observation pairs \((X_i, Y_i)\) of measures with at least, ordinal scale, over \(n\)-objects (in our case 6 models), but the observations must be independent. This means, for example, that if we study a dependent variable, such as COM Eff, of the subject \( k \) in the \( i \)-diagram, we are not allowed to consider any other observation of the same \( k \)-subject. The descriptive analysis and the correlations of the formulated hypotheses are therefore tested for each \( C_i \) (the \( i \)-tests performed by all the experimental subjects), in which \( i \) ranges from 1 to 6.
To explain the meaning of the non-significant results, we have obtained the test power. That is, the probability of accepting the null hypothesis when it is false [82]. The test power may be obtained for correlation tests if they are parametric, and can be obtained approximately for some non-parametric tests. In our study, we have obtained the power of a Spearman test as 91% of the Pearson test.

5.1. Descriptive and exploratory studies

In this section we explain the descriptive and exploratory aspects of both studies, hereafter referred to as “UPV” and “UNSL”.

5.1.1. Descriptive and exploratory studies for UPV

The top left-hand side of Fig. 4 depicts the average of the subjects’ efficiency, along with the answer for each $C_i$. Fig. 4 shows that the subjects are more efficient in MOD tasks (dashed line) than in COM tasks (solid line). Indeed, the subjects were more efficient than in the previous family (see related work in Section 7). As explained previously, we altered the MOD tasks so that rather than when writing a new OCL expressions according to a new requirement, the subjects had to select, from the three proposed OCL expressions, the one which modeled the new requirement correctly. However, in both kinds of tasks the subjects improved their efficiency as time went by.

In relation to the median of the subjective complexity (SubComp), during the given time (see top right-hand side of Fig. 4), it would appear that the subjects rated the MOD tasks as being more difficult than the COM tasks. The collected data, grouped by the model complexity (LC, MC, and HC) is displayed at the bottom of Fig. 4, according to subject efficiency and subjective complexity, respectively.

![Fig. 4. Descriptive statistics for UPV.](image-url)
The COM Eff decreases as the complexity of models increases (note that the horizontal axis shows the two models of each complexity, from low to high complexity). The same was expected to occur in MOD Eff. However, as we found in a previous study [61], the subjects were less efficient in performing MC models than HC models. The findings about the subjects’ efficiency (grouped by model complexity) are similar to the findings of their subjective complexity. An increasing subjective complexity is observed in the COM tasks as the model complexity increases. However, in the MOD tasks, MC models are rated as being more difficult than HC models. The main difference between MC and HC models is that in the former the complexity is based mainly on combined navigations, (see the value of WNN), whereas in the latter the complexity is based mainly on an intertwining collection of operations (see the value of WNCO). We believe that it was more difficult for the subjects to identify and trace which relationships they should use (rolename, attribute name, etc.) in MOD tasks, than to identify which operation collections should be used to modify the expression. Finally, through the use of Shapiro–Wilk tests, we found that the COM/MOD Eff did not follow a normal distribution.

5.1.2. Descriptive and exploratory studies for UNSL

The top left-hand side of Fig. 5 shows the average efficiency of subjects’, along with each Ci for UNSL. This figure shows that the subjects were more efficient in MOD tasks than in COM tasks (equal to UPV). On the majority of occasions, the subjects improved their efficiency as time went by (similar to UPV). With regard to the subjective complexity (SubComp) during the time given (see top right-hand side of Fig. 5), the subjects rated the MOD tasks as being more difficult than the COM tasks (equal to UPV). All of these findings are similar to UPV.

The bottom left and right-hand sides of Fig. 5 show the subject efficiency and subjective complexity, grouped by the model complexity, respectively. The COM Eff decreases as the complexity of the models increases. As far as the MOD Eff was concerned, we found the same result as in UPV: the subjects were less efficient in performing MC models than HC models.

The same results as those obtained in UPV were found with regard to subjective complexity: An increasing subjective complexity is observed in the COM tasks as model complexity increases. However, in the MOD tasks, MC models are rated as more difficult than HC models. We concluded that a similar pattern of data had been obtained in both experiments. We also found (through the use of Shapiro–Wilk tests) that the DVs did not follow a normal distribution.

5.2. Hypotheses testing

This section includes the analysis of each hypothesis for both experiments.

5.2.1. Testing hypotheses 1 for UPV and UNSL

To test hypothesis 1, we used the Friedman chi-square test (a non-parametric test for multiple related samples) which tests the null hypothesis that Mean Eff is the same in all the models considered. The results were significant (p-values were equal to 0.000, less than 0.05), i.e. the Mean Eff of subjects when performing COM and MOD tasks is different, depending on the complexity of the diagrams.
5.2.2. Testing hypotheses 2 and 3 for UPV and UNSL

In order to test hypotheses 2 and 3, a Spearman correlation analysis was performed, since this correlation test measures the rank-order association between two scale or ordinal variables. We used a level of significance of \( \alpha = 0.05 \), meaning that the level of confidence is 95% (i.e. the probability that we accept \( H_0 \) when \( H_0 \) is true is 0.95). We studied the correlation for independent observations, i.e. for each \( C_i \), as was justified at the beginning of this section.

From Table 4, we conclude that the NNR, WNN, DN, NNC, WNCO and NEI measures are significantly correlated with the COM Efficiency in UPV. In UNSL, the same measures, with the exception of NEI, are correlated (four or five \( C_i \)) with COM Efficiency (Table 5). The NNR, WNN and DN measures are significantly correlated with the MOD Efficiency in the UPV. In UNSL, only the DN measure is correlated in more than three models (four \( C_i \)) with the MOD efficiency. These results are outlined in the first four rows of Table 6, which shows the quantity of significant coefficients found at level 0.05 between measures and DVs for the \( C_i \).

The observed power of the non-significant results for Spearman correlation between measures and COM/MOD Eff (hypothesis 2) was:

- For COM Eff, in UPV lower than 43%, and lower than 45% in UNSL.
- For MOD Eff, in UPV and UNSL lower than 46%.

The observed power of the non-significant results for Spearman correlation between measures and COM/MOD SubComp (hypothesis 3) was:

### Table 4

<table>
<thead>
<tr>
<th>Direction of comprehension (mental model)</th>
<th>Rel. between problem objects</th>
<th>Problem objects</th>
<th>Reified objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurements</td>
<td>NNR</td>
<td>WNN</td>
<td>DN</td>
</tr>
<tr>
<td>UPV COM Eff C₁</td>
<td>0.2543</td>
<td>0.0928</td>
<td>0.0438</td>
</tr>
<tr>
<td>UPV COM Eff C₂</td>
<td>0.0018</td>
<td>0.0002</td>
<td>0.0001</td>
</tr>
<tr>
<td>UPV COM Eff C₃</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>UPV COM Eff C₄</td>
<td>0.0158</td>
<td>0.0037</td>
<td>0.0195</td>
</tr>
<tr>
<td>UPV COM Eff C₅</td>
<td>0.0011</td>
<td>0.0004</td>
<td>0.0583</td>
</tr>
<tr>
<td>UPV COM Eff C₆</td>
<td>0.0022</td>
<td>0.0007</td>
<td>0.0036</td>
</tr>
<tr>
<td>UPV COM Eff C₇</td>
<td>0.0553</td>
<td>0.0213</td>
<td>0.0002</td>
</tr>
<tr>
<td>UPV MOD Eff C₁</td>
<td>0.0013</td>
<td>0.0001</td>
<td>0.0000</td>
</tr>
<tr>
<td>UPV MOD Eff C₂</td>
<td>0.0002</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>UPV MOD Eff C₃</td>
<td>0.0253</td>
<td>0.0077</td>
<td>0.0001</td>
</tr>
<tr>
<td>UPV MOD Eff C₄</td>
<td>0.0058</td>
<td>0.0014</td>
<td>0.0000</td>
</tr>
<tr>
<td>UPV MOD Eff C₅</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

### Table 5

<table>
<thead>
<tr>
<th>Direction of comprehension (mental model)</th>
<th>Rel. between problem objects</th>
<th>Problem objects</th>
<th>Reified objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurements</td>
<td>NNR</td>
<td>WNN</td>
<td>DN</td>
</tr>
<tr>
<td>UNSL COM Eff C₁</td>
<td>0.1938</td>
<td>0.3052</td>
<td>0.7746</td>
</tr>
<tr>
<td>UNSL COM Eff C₂</td>
<td>0.0128</td>
<td>0.0042</td>
<td>0.023</td>
</tr>
<tr>
<td>UNSL COM Eff C₃</td>
<td>0.1030</td>
<td>0.0054</td>
<td>0.0265</td>
</tr>
<tr>
<td>UNSL COM Eff C₄</td>
<td>0.2429</td>
<td>0.1857</td>
<td>0.2973</td>
</tr>
<tr>
<td>UNSL COM Eff C₅</td>
<td>0.0308</td>
<td>0.0092</td>
<td>0.0004</td>
</tr>
<tr>
<td>UNSL COM Eff C₆</td>
<td>0.0034</td>
<td>0.0017</td>
<td>0.0112</td>
</tr>
<tr>
<td>UNSL MOD Eff C₁</td>
<td>0.8749</td>
<td>0.762</td>
<td>0.0959</td>
</tr>
<tr>
<td>UNSL MOD Eff C₂</td>
<td>0.1345</td>
<td>0.0501</td>
<td>0.0006</td>
</tr>
<tr>
<td>UNSL MOD Eff C₃</td>
<td>0.0692</td>
<td>0.0403</td>
<td>0.0226</td>
</tr>
<tr>
<td>UNSL MOD Eff C₄</td>
<td>0.0069</td>
<td>0.0006</td>
<td>0.0002</td>
</tr>
<tr>
<td>UNSL MOD Eff C₅</td>
<td>0.1795</td>
<td>0.0914</td>
<td>0.0075</td>
</tr>
<tr>
<td>UNSL MOD Eff C₆</td>
<td>0.2109</td>
<td>0.1756</td>
<td>0.0222</td>
</tr>
</tbody>
</table>
For COM SubComp, in UPV lower than 46%, and lower than 43% in UNSL.
For MOD SubComp, in UPV less than 38%, and lower than 42% in UNSL.

The non-significant results do not mean that there is no correlation, because the probability that this decision (non-correlation) was correct is less than 0.46 in all cases considered for hypotheses 2 and 3.

5.2.3. Testing hypotheses 4 and 5 for UPV and UNSL

To test the hypotheses 4 and 5, we transformed the COM SubComp and MOD SubComp variables, by assigning numbers to the linguistic labels, ranging from 1 (assigned to "Easily understandable/modifiable") to 5 (which corresponded with "Barely understandable/modifiable"). We then used a Spearman coefficient to contrast the hypotheses H0,4 and H0,5. The results observed were:

- When we studied the correlation between COM/MOD Eff/Time and COM/MOD SubComp in UPV, the results were significant in all Ci, except for the correlations between COM/MOD Eff/Time and COM SubComp in C1, where the results were non-significant. These non-significant results do not mean that there is no correlation, because the probability that this decision (non-correlation) was correct is less than 0.40.
- In UNSL, the results were significant for correlation between COM Time and COM SubComp in C2 and C3; for correlation between MOD Time and MOD SubComp in C1, C4 and C5. The results for correlation between COM Eff and COM SubComp were significant in C3 and C4; for correlation between MOD Eff and MOD SubComp in C1, C3, C4 and C5. The power test for the non-significant results was less than 49%, so we can not believe correlation does not exist.

To sum up, it seems that in UNSL the subjective perception of subjects when they have to rate tasks is not as influenced by the COM/MOD Eff/Time as it was in UPV.

Furthermore, we must take into account that the powers of the non-significant results are below 48% in all the cases considered. For that reason we can not presume that there is no correlation in those cases either. The powers were calculated by approximation to the corresponding Pearson one.

Finally, the coefficients are negative for Efficiency variables and positive for Time variables (in both experiments), i.e. those tasks rated as difficult were time-consuming tasks and the subjects were less efficient.

5.3. Cognitive explanation of the findings obtained

In order to give a cognitive explanation, we based our reasoning on the use of the main categories of the mental model of subjects when they comprehend an OCL expression. In Table 7 we provide a mapping between these categories [12] and the proposed measures. The categories were empirically obtained in a previous work, presented in [79].

The analysis of this mapping, i.e. why each category is related to each of the measures used in the experiments is described as follows:

- **Problem objects.** The main problem objects within an OCL expression are:
  - The main object of the expression, the contextual instance, measured by NES and NIS.
  - Coupled objects of the problem domain that are obtained through navigations (measured by NNC).

<table>
<thead>
<tr>
<th>Direction of comprehension (mental model)</th>
<th>Rel. between problem objects</th>
<th>Problem objects</th>
<th>Reified objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measures</td>
<td>NNR</td>
<td>WNN</td>
<td>DN</td>
</tr>
<tr>
<td>UPV COM Eff</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>UNSL COM Eff</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>UPV MOD Eff</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>UNSL MOD Eff</td>
<td>1</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>UPV COM SubComp</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>UNSL COM SubComp</td>
<td>2</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>UPV MOD SubComp</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>UNSL MOD SubComp</td>
<td>3</td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>
The iterators can be used as an explicit reference to problem objects. Iterators are commonly specified in collection operations which loop over the collection [90]. Attribute references in OCL can be interpreted as a client-server component of Burkhardt et al. [12] since, as Warmer and Kleppe [90] explain, any attribute reference in an OCL expression needs to be mapped to the corresponding get operation when implementing OCL expressions. Nevertheless, we consider that object properties, such as methods and attributes, are considered as part of the references of problem object properties. NAN and NAS, therefore, being attributes and operation references, belong to this category.

- **Relationship between problem objects.** Relationships between problem objects are any navigation within an OCL expression using association-ends of UML relationships (measured by NNR, WNN, and DN).
- **Reified objects.** OCL collections constitute reified objects, measured by the WNCO measure.
- **Elementary operations.** Boolean and comparison operators are elementary operations (measured by NBO and NCO). OCL keywords are also part of this component (measured by NKW).

Hereafter, we will give a plausible cognitive explanation of the findings obtained through testing hypotheses 1–5.

### 5.3.1. Cognitive explanation of the testing of hypothesis 1

As was expected, the efficiency of the subjects is different according to the levels of import-coupling of the UML/OCL models. The cognitive complexity of the modelers dealing with models of different complexity is different and this is also evidenced by their efficiency in answering the tasks. The efficiency of the modelers is low when they have to deal with models which have high import-coupling.

### 5.3.2. Cognitive explanation of the testing of hypotheses 2 and 3

With regard to the conclusions and the distinct measures affecting the COM and MOD tasks, we can add the following:

- Regarding the main categories of the subjects’ mental model, problem objects (NNC, NEI), relationship of problem objects (NNR, WNN, DN) and reified objects (WNCO) affect the COM Eff (hypothesis 2). However, only Relationship of problem objects (NNR, WNN, and DN) affects MOD Eff. Almost the same set of groups affects the COM and MOD SubComp (hypothesis 3). We believe that OCL comprehension demands a broad familiarity with the expression and its contextual information. However, during modification, the relationship between problem objects is the major category of the mental models that affects this activity.
- Measures related to chunking and tracing affect COM tasks, and it is mainly tracing that affects the MOD tasks.

### 5.3.3. Cognitive explanation of the testing of hypotheses 4 and 5

The fact that the instrumentation used for OCL expression maintainability is correlated with the subjective complexity means that the subjects’ perception of the complexity of the tasks is influenced by the COM (or MOD) Time and also by their COM (or MOD) Efficiency when performing such tasks.

### 5.4. Threats to validity

We shall now discuss various threats to validity and the way in which we attempted to alleviate them:

- **Threats to external validity.** We have dealt with the following issues:
  - **Subjects.** In this family, we used students as experimental subjects. The tasks to be performed did not require high levels of industrial experience, so we believed that this experiment could be considered appropriate, as suggested in the literature [2,47]. Working with students also implies a set of advantages, such as the fact that the prior knowledge they bring to the experiment is rather homogeneous. We might add that there is the possible availability of a large number of subjects [88], and that there exists the chance to test experimental design and initial hypotheses [84]. An additional advantage of using novices as subjects in experiments on understandability is that the cognitive complexity of the objects under study is not hidden by the experience of the subjects. Nevertheless, although the students have a good background in UML, they did not have a high enough level of knowledge to perform our experiment and they needed to be given a course in OCL.
  - **Interaction of setting and treatments.** This is the effect of not having a representative experimental setting or material. In the experiment we used OCL expressions which could be considered representative of real cases. Moreover, we gave a course in OCL, using the same terminology as that appearing in its most recent version (2.0).
- **Threats to construct validity.** In this family we proposed an objective measure for the variables used in the hypothesis: (1) for the dependent variable we have used a measure of how precise the subjects were at answering tasks per time (the COM and MOD Efficiency) along with the time that the subjects spent on different tasks (the COM and MOD time); (2) for those hypotheses related to the subjects’ cognitive aspects we have used a qualitative measure of the subjects’ subjective opinion, and we have used linguistic labels, providing a scale to rate tasks; (3) the validity of the independent variables is guaranteed by Briand et al.’s framework, which was used to validate them [6]. A further issue is that of:
Confounding constructs and levels of constructs. This threat is not primarily concerned with the presence or absence of a construct, but with the level of the construct that is of importance to the outcome [91]. In relation to the knowledge of the UML language, the subjects’ years of experience with UML is different: UPV students have one year of experience, while UNSL students have different levels of experience.

• Threats to internal validity. We have dealt with the following issues:
  • Maturation. Subjects may react differently as time goes by. For example, the subjects are affected negatively during the experiment if they get tired or bored [91]. We dealt with this issue, running a pilot experiment to estimate the average time the subject would spend on performing the four tests. The estimated time was 1 h, and we believed that this would not produce boredom effect [49]. In fact, after running the experiment, we proved that the estimated time was correct. But a positive effect (Learning) may exist during the course of the experiment; Figs. 4 and 5 show this effect in a descriptive way for Efficiency through $C_e$.
  • Selection. This is the effect of natural variation on human performance. Depending on how the subjects are selected from a larger group, the selection effects may vary [91]. The selection of subjects was the same in both experiments. The subjects were volunteers who decided to take part in either an OCL course (UPV) or an international school course (UNSL), and as Wohlin [91] argues, the effect of using volunteers may influence the results, owing to their motivation and suitability for a new task.
  • Persistence effects. The subjects had never performed a similar experiment, so the persistence effect was avoided.
  • Other factors. Plagiarism and influence between subjects could be controlled. Two subjects who sat adjacent performed the (COM or MOD) tasks in a different order. A supervisor controlled the test and the subjects were asked not to talk to each other.

• Threats to conclusion validity. In the conclusion validity we wish to ensure that our conclusions are statistically valid. Two threats can be described. Firstly, it was not possible for us to plan the selection of a population sample by using any of the common sampling techniques, so we decided to take the whole population of the available classes in software engineering courses of the universities that collaborate with our research. Secondly, the quantity and quality of the data collected, as well as the data analysis, were sufficient to support our conclusion, principally as described in previous sections, concerning the existence of a statistical relationship between independent and dependent variables.

6. Meta-analysis study

In families of experiments it is recommendable to synthesize the individual results using meta-analysis methods. By doing so, the results obtained from the individual data analysis can be improved when they are integrated. There are several statistical methods that allow us to integrate and interpret a set of results obtained through different experiments that are inter-related because they check similar hypotheses [38,45,61]. In the present study, we have used meta-analysis, because it allows us to extract more general conclusions, even though some of the experimental conditions are not exactly the same.

Meta-analysis is a set of statistical techniques for combining the different effect sizes of the experiments to obtain the global effect of a treatment or independent variable. There are many different types of effect size, but they fall into two main types [83]:

• standardized mean difference (e.g., Cohen’s $d$ or Hedges $g$) or
• correlation (e.g., Pearson’s $r$) between continuous variables

It is possible to convert one effect size into another, so each really just offers a different scaled measure of the strength of an effect or a relationship.

As measures may come from different environments and not be homogeneous, a standardized measure of each one needs to be obtained and then those measures for estimating the global effect size of the factor must be combined.

When non-parametric statistical test are used in the report of a study, there are particular difficulties in deriving effect size estimates. In many cases this is impossible [38]. In our study we have used the Spearman non-parametric statistical test, which can be studied as the Pearson correlation test.

The Meta-Analysis v2 tool [4] was used to carry out the meta-analysis presented in this work.

For effect size we used the Spearman correlation coefficient, which measures the correlation between each measure considered in the hypotheses 2, 3, 4 and 5. For hypothesis 1 there is no need to perform a meta-analysis, given that the individual analysis was significant in both experiments (UPV, UNSL), and therefore the meta-analysis would not contribute anything new.

From Spearman correlations we obtained Hedges’ $g$ metric [45,50], which has been used to synthesize the correlation through the two groups, UNSL and UPV.

Eq. (1) shows the Hedges’ $g$ metric, a weighted mean whose weights depend on sample size, where $w_i = (n_i - 3)$ and $n_i$ is the sample size of the $i$th experiment.

$$Z = \frac{\sum_i w_i z_i}{\sum_i w_i}$$

(1)
The higher the value of Hedges’ $g$ is, the higher the corresponding correlation. For studies in Software Engineering we can classify effect sizes into three different values: small, medium and large [50]. Once the global effect size is obtained, we can provide a confidence interval or a $p$-value which allows us to decide about the meta-analysis hypotheses, in a similar way to how a number of well-known empirical studies had been conducted [29,44,55,62].

6.1. Meta-analysis results

The meta-analysis results which we set out below will report the effect size measured as a Hedges’$g$ or as a correlation coefficient [50], along with a classification obtained according to the value of the effect size. The results also include the $p$-value. The meanings of these concepts are explained as follows:

- The magnitude of effect size (Hedges’$g$) is computed based on the two correlation coefficients, that measure for instance, the overall correlation between each measure of OCL expression and COM/MOD Eff ($H_{0,2-a}$ and $H_{0,2-b}$).
- The Small, Medium, or Large classification is an indicator of the magnitude of effect size (Table 8). For studies in Software Engineering, Hedges’$g$ effect sizes of 1.00–3.40, 0.38–1.00 and 0–0.38 are considered large, medium and small, respectively [50], the correlation for each group being 0.456–0.868, 0.193–0.456 0.00–0.193. The Hedges’$g$ and correlation are in absolute value.
- The $p$-value is an indication of whether the result is statistically significant ($p$-value ≤ 0.05) or not.

In the following paragraphs we will describe the meta-analysis results for each of the formulated hypotheses, as obtained through the Meta-Analysis v2 tool [4].

6.1.1. Meta-analysis results of hypothesis 2

Tables 9 and 10 summarize the results we obtained from hypothesis 2 in the meta-analysis.

We will explain the COM/MOD Eff results from two points of view. First of all, we want to observe the results in the first test ($C_1$), when learning effects did not affect the subjects. And secondly, we are interested in analyzing the number of significant results over the six tests ($C_1$-$C_6$), that is, what correlations are significant throughout these.

The COM Eff results in Table 9 show that:

- In the first test ($C_1$) performed by the subjects, the measures related with tracing (NAN and WNCO) were significantly related with the COM Eff, and the measure related with chunking (NEI) was related with the COM Eff.
- When we analyze the correlation through the six tests, the measures related to tracing, NNR, WNN, DN, NNC and WNCO, as well as NEI, a measure related to chunking, gave at least, four significant results of the six tests.
- All the significant results were associated with negative correlation: the higher the value of the measure for OCL expression, the lower its comprehensibility.

We can therefore accept the alternative hypotheses $H_{1,2}$, that there is significant correlation between some of the measures defined for OCL expressions, related to import-coupling, and their COM Eff.

MOD Eff was similarly analyzed (Table 10):

- In the first test $C_1$, the measure about tracing, DN, related to navigation, is significantly related to MOD Eff.
- When all the tests are considered, the tracing measures related to navigation, NNR, WNN and DN are significantly correlated to MOD Eff, at least in four of the six tests. In fact, the DN measure was significant in all the results, and the correlation is negative, i.e. the greater the depth of navigation, the more difficult it is to comprehend the OCL expression.

We can thus accept the alternative hypotheses $H_{1,2}$, which means that there is significant negative correlation between some of the measures defined for OCL expressions related to import-coupling and their MOD Eff.

6.1.2. Meta-analysis results for hypothesis 3

The results obtained in the meta-analysis for the hypothesis 3 for COM Subcomp are the following (Table 11):

<table>
<thead>
<tr>
<th>Hedges’$g$</th>
<th>Classification</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.02–3.40</td>
<td>Large</td>
<td>0.456–0.868</td>
</tr>
<tr>
<td>0.38–1.02</td>
<td>Medium</td>
<td>0.193–0.456</td>
</tr>
<tr>
<td>0.00–0.38</td>
<td>Small</td>
<td>0.00–0.193</td>
</tr>
</tbody>
</table>
6.1.3. Meta-analysis results of hypothesis 4

For hypothesis 4, the following findings were obtained:

- The time that the subjects spent doing comprehension tasks (COM Time) is correlated with the subjective perception of the comprehension complexity (COM SubComp) in all the tests, except in C1.

- In the first test C1, all the measures, except NNR and NNC, are significantly related with COM SubComp.
- When we considered all the tests, only NAN is correlated significantly with COM SubComp for one test. The other measures were correlated significantly in more than four of the six tests.

After testing hypothesis 3, the following findings were obtained for MOD SubComp (Table 12):

- In the first test C1, the tracing measures related to navigation, NNR, WNN and DN, are significantly related to MOD SubComp.
- When we considered all the tests, the tracing measures NNR, WNN, DN and WNCO are significantly correlated with MOD SubComp in at least four of the six tests.

6.1.3. Meta-analysis results of hypothesis 4

For hypothesis 4, the following findings were obtained:

- The time that the subjects spent doing comprehension tasks (COM Time) is correlated with the subjective perception of the comprehension complexity (COM SubComp) in all the tests, except in C1.

### Table 9
Hedges’ g values for COM Eff.

<table>
<thead>
<tr>
<th>Measure</th>
<th>C1</th>
<th>G</th>
<th>p-value</th>
<th>Effect-size</th>
<th>C2</th>
<th>G</th>
<th>p-value</th>
<th>Effect-size</th>
<th>C3</th>
<th>G</th>
<th>p-value</th>
<th>Effect-size</th>
</tr>
</thead>
<tbody>
<tr>
<td>NNR</td>
<td>0.000</td>
<td>0.999</td>
<td>Small</td>
<td>-0.935</td>
<td>0.000</td>
<td>Medium</td>
<td>-1.268</td>
<td>0.000</td>
<td>Large</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WNN</td>
<td>-0.127</td>
<td>0.581</td>
<td>Small</td>
<td>-1.111</td>
<td>0.000</td>
<td>Large</td>
<td>-1.400</td>
<td>0.000</td>
<td>Large</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DN</td>
<td>-0.288</td>
<td>0.212</td>
<td>Small</td>
<td>-1.013</td>
<td>0.000</td>
<td>Large</td>
<td>-1.139</td>
<td>0.000</td>
<td>Large</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NNC</td>
<td>-0.857</td>
<td>0.000</td>
<td>Medium</td>
<td>-0.421</td>
<td>0.067</td>
<td>Medium</td>
<td>0.104</td>
<td>0.645</td>
<td>Small</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEI</td>
<td>-0.865</td>
<td>0.000</td>
<td>Medium</td>
<td>-1.150</td>
<td>0.000</td>
<td>Large</td>
<td>-0.727</td>
<td>0.002</td>
<td>Medium</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WNCO</td>
<td>-0.701</td>
<td>0.004</td>
<td>Medium</td>
<td>-1.509</td>
<td>0.000</td>
<td>Large</td>
<td>-1.115</td>
<td>0.000</td>
<td>Large</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 10
Hedges’ g metric values for MOD Eff.

<table>
<thead>
<tr>
<th>Measure</th>
<th>C1</th>
<th>G</th>
<th>p-value</th>
<th>Effect-size</th>
<th>C2</th>
<th>G</th>
<th>p-value</th>
<th>Effect-size</th>
<th>C3</th>
<th>G</th>
<th>p-value</th>
<th>Effect-size</th>
</tr>
</thead>
<tbody>
<tr>
<td>NNR</td>
<td>-0.585</td>
<td>0.013</td>
<td>Medium</td>
<td>-0.903</td>
<td>0.000</td>
<td>Medium</td>
<td>-0.905</td>
<td>0.000</td>
<td>Medium</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WNN</td>
<td>-0.693</td>
<td>0.004</td>
<td>Medium</td>
<td>-1.033</td>
<td>0.000</td>
<td>Large</td>
<td>-0.195</td>
<td>0.388</td>
<td>Small</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DN</td>
<td>-0.551</td>
<td>0.019</td>
<td>Medium</td>
<td>-0.840</td>
<td>0.001</td>
<td>Medium</td>
<td>0.235</td>
<td>0.300</td>
<td>Small</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NNC</td>
<td>-0.464</td>
<td>0.046</td>
<td>Medium</td>
<td>-0.395</td>
<td>0.093</td>
<td>Medium</td>
<td>-0.888</td>
<td>0.000</td>
<td>Medium</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEI</td>
<td>-1.062</td>
<td>0.000</td>
<td>Large</td>
<td>-1.057</td>
<td>0.000</td>
<td>Large</td>
<td>-0.248</td>
<td>0.275</td>
<td>Small</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WNCO</td>
<td>-1.126</td>
<td>0.000</td>
<td>Large</td>
<td>-1.439</td>
<td>0.000</td>
<td>Large</td>
<td>-1.354</td>
<td>0.000</td>
<td>Large</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- In the first test C1, all the measures, except NNR and NNC, are significantly related with COM SubComp.
- When we considered all the tests, only NAN is correlated significantly with COM SubComp for one test. The other measures were correlated significantly in more than four of the six tests.
6.1.4. Meta-analysis results of hypothesis 5

For hypothesis 5, the following findings were obtained:

- The efficiency of the subjects doing comprehension tasks (COM Eff) is correlated with their perception of the complexity of this activity (COM SubComp) in all the tests, except in C1. The correlations are negative; that means that the more efficient the subjects are in performing COM tasks, the less difficult they rate the OCL expression' comprehension as being; i.e. they perceive the OCL expression to be less complex.
- The efficiency of the subjects doing modification tasks (MOD Eff) is correlated with the subjective perception of the modification (MOD SubComp) in all the tests (see Fig. 7). Furthermore, the correlations are negative, which means that the more efficient the subject are, the less complex they rate the modification of the OCL expression.

6.2. Conclusions of the meta-analysis

In the following lines we will summarize the main findings we obtained through meta-analysis:

For hypothesis 2, which studies the relationship between the measures we defined (Table 1) and COM/MOD Eff:

**Table 11**

<table>
<thead>
<tr>
<th>Measure</th>
<th>C1</th>
<th>p-value</th>
<th>Effect-size</th>
<th>C2</th>
<th>p-value</th>
<th>Effect-size</th>
<th>C3</th>
<th>p-value</th>
<th>Effect-size</th>
</tr>
</thead>
<tbody>
<tr>
<td>NNR</td>
<td>0.180</td>
<td>0.113</td>
<td>Small</td>
<td>0.345</td>
<td>0.002</td>
<td>Medium</td>
<td>0.399</td>
<td>0.000</td>
<td>Medium</td>
</tr>
<tr>
<td>WNN</td>
<td>0.252</td>
<td>0.024</td>
<td>Medium</td>
<td>0.393</td>
<td>0.000</td>
<td>Medium</td>
<td>0.439</td>
<td>0.000</td>
<td>Medium</td>
</tr>
<tr>
<td>DN</td>
<td>0.383</td>
<td>0.000</td>
<td>Medium</td>
<td>0.417</td>
<td>0.000</td>
<td>Medium</td>
<td>0.418</td>
<td>0.000</td>
<td>Medium</td>
</tr>
<tr>
<td>NAN</td>
<td>0.344</td>
<td>0.030</td>
<td>Medium</td>
<td>0.083</td>
<td>0.470</td>
<td>Small</td>
<td>0.013</td>
<td>0.907</td>
<td>Small</td>
</tr>
<tr>
<td>NNC</td>
<td>0.172</td>
<td>0.130</td>
<td>Small</td>
<td>0.276</td>
<td>0.013</td>
<td>Medium</td>
<td>0.347</td>
<td>0.002</td>
<td>Medium</td>
</tr>
<tr>
<td>NEI</td>
<td>0.364</td>
<td>0.001</td>
<td>Medium</td>
<td>0.316</td>
<td>0.004</td>
<td>Medium</td>
<td>0.297</td>
<td>0.008</td>
<td>Medium</td>
</tr>
<tr>
<td>WNCO</td>
<td>0.378</td>
<td>0.001</td>
<td>Medium</td>
<td>0.400</td>
<td>0.000</td>
<td>Medium</td>
<td>0.412</td>
<td>0.000</td>
<td>Medium</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C4</th>
<th></th>
<th></th>
<th></th>
<th>C5</th>
<th></th>
<th></th>
<th>C6</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NNR</td>
<td>0.240</td>
<td>0.033</td>
<td>Medium</td>
<td>0.332</td>
<td>0.003</td>
<td>Medium</td>
<td>0.264</td>
<td>0.018</td>
<td>Medium</td>
</tr>
<tr>
<td>WNN</td>
<td>0.306</td>
<td>0.006</td>
<td>Medium</td>
<td>0.351</td>
<td>0.001</td>
<td>Medium</td>
<td>0.298</td>
<td>0.007</td>
<td>Medium</td>
</tr>
<tr>
<td>DN</td>
<td>0.334</td>
<td>0.002</td>
<td>Medium</td>
<td>0.233</td>
<td>0.037</td>
<td>Medium</td>
<td>0.306</td>
<td>0.006</td>
<td>Medium</td>
</tr>
<tr>
<td>NAN</td>
<td>0.185</td>
<td>0.104</td>
<td>Small</td>
<td>0.084</td>
<td>0.464</td>
<td>Small</td>
<td>0.059</td>
<td>0.607</td>
<td>Small</td>
</tr>
<tr>
<td>NNC</td>
<td>0.333</td>
<td>0.003</td>
<td>Medium</td>
<td>0.392</td>
<td>0.000</td>
<td>Medium</td>
<td>0.250</td>
<td>0.026</td>
<td>Medium</td>
</tr>
<tr>
<td>NEI</td>
<td>0.318</td>
<td>0.004</td>
<td>Medium</td>
<td>0.339</td>
<td>0.002</td>
<td>Medium</td>
<td>0.243</td>
<td>0.031</td>
<td>Medium</td>
</tr>
<tr>
<td>WNCO</td>
<td>0.417</td>
<td>0.000</td>
<td>Medium</td>
<td>0.416</td>
<td>0.000</td>
<td>Medium</td>
<td>0.331</td>
<td>0.003</td>
<td>Medium</td>
</tr>
</tbody>
</table>

**Table 12**

<table>
<thead>
<tr>
<th>Measure</th>
<th>C1</th>
<th>p-value</th>
<th>Effect-size</th>
<th>C2</th>
<th>p-value</th>
<th>Effect-size</th>
<th>C3</th>
<th>p-value</th>
<th>Effect-size</th>
</tr>
</thead>
<tbody>
<tr>
<td>NNR</td>
<td>0.266</td>
<td>0.018</td>
<td>Medium</td>
<td>0.062</td>
<td>0.588</td>
<td>Small</td>
<td>0.500</td>
<td>0.000</td>
<td>Large</td>
</tr>
<tr>
<td>WNN</td>
<td>0.321</td>
<td>0.004</td>
<td>Medium</td>
<td>0.405</td>
<td>0.000</td>
<td>Medium</td>
<td>0.550</td>
<td>0.000</td>
<td>Large</td>
</tr>
<tr>
<td>DN</td>
<td>0.454</td>
<td>0.000</td>
<td>Medium</td>
<td>0.470</td>
<td>0.000</td>
<td>Large</td>
<td>0.585</td>
<td>0.000</td>
<td>Large</td>
</tr>
<tr>
<td>NAN</td>
<td>−0.039</td>
<td>0.736</td>
<td>Small</td>
<td>−0.049</td>
<td>0.669</td>
<td>Small</td>
<td>−0.168</td>
<td>0.139</td>
<td>Small</td>
</tr>
<tr>
<td>NNC</td>
<td>−0.034</td>
<td>0.764</td>
<td>Small</td>
<td>0.055</td>
<td>0.631</td>
<td>Small</td>
<td>0.158</td>
<td>0.164</td>
<td>Small</td>
</tr>
<tr>
<td>NEI</td>
<td>0.140</td>
<td>0.219</td>
<td>Small</td>
<td>0.222</td>
<td>0.049</td>
<td>Medium</td>
<td>0.188</td>
<td>0.098</td>
<td>Small</td>
</tr>
<tr>
<td>WNCO</td>
<td>0.164</td>
<td>0.148</td>
<td>Small</td>
<td>0.257</td>
<td>0.022</td>
<td>Medium</td>
<td>0.301</td>
<td>0.007</td>
<td>Medium</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C4</th>
<th></th>
<th></th>
<th></th>
<th>C5</th>
<th></th>
<th></th>
<th>C6</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NNR</td>
<td>0.402</td>
<td>0.000</td>
<td>Medium</td>
<td>0.435</td>
<td>0.000</td>
<td>Medium</td>
<td>0.344</td>
<td>0.002</td>
<td>Medium</td>
</tr>
<tr>
<td>WNN</td>
<td>0.465</td>
<td>0.000</td>
<td>Large</td>
<td>0.459</td>
<td>0.000</td>
<td>Large</td>
<td>0.375</td>
<td>0.001</td>
<td>Medium</td>
</tr>
<tr>
<td>DN</td>
<td>0.548</td>
<td>0.000</td>
<td>Large</td>
<td>0.432</td>
<td>0.000</td>
<td>Medium</td>
<td>0.352</td>
<td>0.001</td>
<td>Medium</td>
</tr>
<tr>
<td>NAN</td>
<td>−0.035</td>
<td>0.759</td>
<td>Small</td>
<td>−0.125</td>
<td>0.272</td>
<td>Small</td>
<td>−0.031</td>
<td>0.788</td>
<td>Small</td>
</tr>
<tr>
<td>NNC</td>
<td>0.153</td>
<td>0.177</td>
<td>Small</td>
<td>0.131</td>
<td>0.260</td>
<td>Small</td>
<td>0.133</td>
<td>0.178</td>
<td>Small</td>
</tr>
<tr>
<td>NEI</td>
<td>0.227</td>
<td>0.044</td>
<td>Medium</td>
<td>0.188</td>
<td>0.097</td>
<td>Small</td>
<td>0.212</td>
<td>0.060</td>
<td>Medium</td>
</tr>
<tr>
<td>WNCO</td>
<td>0.324</td>
<td>0.003</td>
<td>Medium</td>
<td>0.251</td>
<td>0.025</td>
<td>Medium</td>
<td>0.270</td>
<td>0.016</td>
<td>Medium</td>
</tr>
</tbody>
</table>

- The time that the subjects spent doing the modification tasks (MOD Time) is correlated with the subjective perception of the modification complexity (MOD SubComp) in all the tests (see Fig. 6).
The tracing measures WNCO and NEI are correlated with the COM Eff in all the tests. It seems that collection operations, as well as the number of iterator variables of collection operations, significantly influence the comprehension efficiency of OCL expressions.

The measure DN is correlated with MOD Eff in all the tests, meaning that the depth of navigation seems to be a relevant factor of the MOD Eff. The Number of Navigated Relationships NNR, together with the Weighted Number of Navigations WNN, are important factors of the MOD Eff as well.

The common aspect of these three measures (DN, NNR and WNN) is the navigation. From our point of view, this means that the most important factors that influence MOD tasks are that the modelers have to trace the UML diagram to identify what relationships (NNR) should be used in a modification, as well as how the relationship should be combined (WNN), and how deep the implemented navigation should be.

Meta-analysis results, when compared with those obtained in the individual analysis of each experiment reveal that:

- Essentially, the same findings were obtained when the analysis of the individual experiment was compared the meta-analysis study. NNR, NNC, WNN, DN, WNCO and NEI measures are correlated with the COM Eff.

![Fig. 6. Time vs. MOD SubComp meta-analysis (hypothesis 4).](image)

![Fig. 7. Efficiency vs. MOD SubComp meta-analysis (hypothesis 5).](image)
Regarding the MOD Eff, the same findings were obtained, given that the set of measures which have correlation are coincident.

For hypothesis 3, which studies the relation between measures and COM/MOD SubComp:

- The measures NNR, WNN, DN and WNCO are correlated with both subjective measures. This means that the import-coupling due to these navigation measures seems to be related to the subjective perception of the subjects about the complexity of the comprehensibility and modifiability of OCL expressions.

For hypothesis 4, which studies the relation between the COM/MOD Time and COM/MOD SubComp, respectively:

- The time spent by the subject in doing the tasks is correlated with both subjective perceptions (COM/MOD SubComp) in all the tests, except in C1 for COM SubComp. The reason that C1 is excluded is likely to be that the COM tasks were performed before MOD tasks and that C1 represents the set of first tests performed by all the subjects.

For hypothesis 5, which studies the relation between the COM/MOD Eff and COM/MOD SubComp, respectively, the results are the same as for the COM/MOD Time.

### 7. Related work

Although several works concerning the comprehension and maintainability of UML models exist ([25,73,69,39,34,56,92] among others), work related to the maintainability of OCL expressions is extremely scarce. The only empirical work concerning OCL was presented in Briand et al. [7], which proved empirically that OCL has the potential to significantly improve engineers’ ability to understand, inspect, and modify a system modeled with UML. These benefits are obtained only after a certain learning curve is overcome. Although the Briand et al. experiment was run with students, the authors argue [7] that they did not evaluate this fact as a threat to its external validity, because students are better equipped than professionals. Nevertheless, in some universities the students were not sufficiently prepared in OCL to perform our experiment; we found that the training of students in this topic had to be reinforced, to obtain the benefit of the language. We always gave a lecture on OCL before the experiments were run. As we have carried out all the empirical and measurement-based work related to the maintainability of OCL expressions that is in existence, all related work necessarily focuses on our own research.

We shall now briefly summarize our previous work, which focused mainly on assessing the influence of import-coupling on the maintainability of OCL expressions:

- In [77] we presented an experiment and two replicas, which were carried out in academic environments, with the goal of ascertaining whether any relationship exists between import-coupling (defined in OCL expressions through navigations and collection operations), and the comprehensibility and modifiability of OCL expressions. In this empirical study, the subjects were given three class diagrams with one OCL expression each and were asked to comprehend the expression and modify it to satisfy new requirements. The subjects were also asked to evaluate the complexity of comprehensibility and modifiability tasks in a subjective manner. Statistical analysis revealed that the measures we proposed appeared to be correlated with comprehensibility and modifiability. However, the subjects’ efficiency in the modification tasks was low. We believe that the subjects’ lack of experience in OCL may have been the cause of many modification task errors. This led us to believe that it was necessary to change the type of modification tasks, and that rather than asking them to carry out modifications, they should select the correct modification, i.e. they should carry out a multiple choice type of modification task. We also believe that using nine different models as an experimental object and making few observations (only three) by each subject was not appropriate. Although each subject was given three models of a different level of coupling in each observation, it was not possible to balance all the models correctly.

- The previous family of experiments [77] provided us with a basis with which to carry out another family of experiments, in which the experimental material with regard to the modification tasks was changed, the number of models was reduced, and the number of observations was incremented. This experiment was introduced, briefly, in [80].

- In [79], we described a qualitative experiment using verbal protocols, in which the subjects were given three class diagrams and were asked to think aloud in order to verbalize their thought. The aim of this experiment was to validate a categorical model of the main categories of the subjects’ mental models when dealing with OCL expressions. We obtained empirical findings to indicate that the main categories applied by modelers are problem objects, relationships between problems and reified objects. We also found that the breadth of familiarity [23,71,58] with the UML diagram gained by the subjects before starting to comprehend the OCL expression comprehension activities is different. The range varies in a continuous form, which extends from those subjects who made absolutely no attempt to comprehend the diagram to those who attempted to comprehend the class diagram systematically before starting to read the OCL expression.

The current paper extends the description of the experiment introduced briefly in [80] and presents its replica, in order to provide strong evidence of the practical utility of measures for the import-coupling of OCL expressions as early indicators of
their comprehensibility and modifiability. In addition, we provide an explanation of the empirical findings, taking into consideration the main categories of the modeler's mental models dealing with OCL expression comprehension. As was mentioned above, these categories were discovered through a qualitative experiment presented in [79]. In addition, the study presented in this article presents a deeper statistical analysis and synthesis, including a meta-analysis study.

8. Conclusions and future work

The main goal of this paper is to assess whether the import-coupling affects two sub-characteristics of the maintainability of OCL expressions, such as comprehensibility and modifiability. For that purpose, we have defined a set of measures for import-coupling and empirically validated these as indicators of OCL comprehensibility and modifiability. The empirical validation was done through an experiment and its replica, run in May and June (2005) with undergraduate students at Spanish and Argentinean Universities, respectively.

In the experimentation, we have considered not only the time the subjects spent on the comprehensibility and modifiability tasks which were required in the experimental material, but also their efficiency and their subjective perception of the difficulty in carrying out these tasks. We believe that both objective (COM and MOD Efficiency) and subjective (subject’s rating or COM and MOD SubComp) information is important if we are to obtain more solid findings.

The influence of import-coupling on the comprehensibility and modifiability of OCL expressions was verified through hypothesis 2. We took Briand et al.’s framework [8–10] (Fig. 3) as our basis, to reaffirm this hypothesis by using a triangulation of hypotheses relating the import-coupling and cognitive complexity (hypothesis 3), as well as the cognitive complexity and the maintainability of OCL expressions (hypotheses 4 and 5) (Fig. 3).

A meta-analysis study was performed to integrate the results obtained in the experiment and its replica, so the results obtained in the individual analysis were borne out. The main findings of the meta-analysis are shown in Table 13. The results which are shown are the significant ones in at least four of the six tests.

Cognitive theories, the cognitive model of Cant et al. [18] and components of the mental model of Burkhardt et al. [12,13], helped us to obtain a better explanation of the measure definition and to interpret the empirical findings as well. We have analyzed how the two cognitive theories are related to the main concepts captured by the OCL expressions we defined. Tables 1 and 7 describe the results of this relationship, which is explained in detail in Sections 2 and 5.3.

As regards the comprehensibility and modifiability tasks, the import-coupling of an OCL expression makes an impact on the cognitive complexity in different ways (hypothesis 3), and this effect is explained as follows, by using the cognitive theory:

- The subjects in the comprehensibility tasks gained a broad understanding of OCL expressions through Problem objects (NNC, NEI), Relation of problem objects (NNR, WNN, DN) and Reified objects (WNCO). However, once this breadth of familiarity with the OCL expressions was gained, the modelers concentrated mainly on Relation of Problems Objects (NNR, WNN, DN) during modifiability tasks. Regarding the cognitive techniques of Cant et al. [18], the modelers applied chunking and tracing in the comprehensibility tasks, whereas in the modifiability tasks tracing was the most relevant technique applied. The power test for the non-significant results was less than 50%, so we can not accept the null hypothesis (there is no correlation).

The empirical findings could be used for educational purposes, giving the following recommendations:

- The number of collection operations (and the quantity of iterator variables used in collection operations) should be as low as possible in order to obtain OCL expressions that are easier to comprehend. Collection operations are frequently used with navigations, in order to operate with coupled objects and they could seriously affect the comprehension of OCL expressions.

<table>
<thead>
<tr>
<th>Relation between</th>
<th>Efficiency</th>
<th>Time</th>
<th>Subjective complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>COM Eff, MOD Eff</td>
<td>COM time</td>
<td>MOD time</td>
<td>COM SubComp, MOD SubComp</td>
</tr>
</tbody>
</table>

Table 13
Summary of hypotheses and findings obtained through the meta-analysis.

<table>
<thead>
<tr>
<th>OCL expression</th>
<th>Measures</th>
<th>Subjective complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypotheses 2</td>
<td>Spearman correlation</td>
<td>Hypotheses 3</td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>The NNR, NNC, WNN, DN, WNCO and NEI measures are correlated with the COM efficiency</td>
<td>Spearman correlation</td>
</tr>
<tr>
<td>and NEI measures are correlated with the COM efficiency</td>
<td>The NNR, WNN and DN are significantly correlated with the MOD efficiency</td>
<td>The NNR, WNN, DN and WNCO measures are significantly correlated with the MOD Subjective Complexity</td>
</tr>
<tr>
<td>The NNR, NNC, WNN, DN, WNCO and NEI measures are correlated with the COM efficiency</td>
<td>The NNR, WNN, DN, WNCO measures are significantly correlated with the MOD Subjective Complexity</td>
<td></td>
</tr>
<tr>
<td>Hypotheses 5</td>
<td>Spearman correlation</td>
<td>Hypotheses 4</td>
</tr>
<tr>
<td>The subjective ratings are influenced by the COM and MOD efficiency</td>
<td>The subjective ratings are influenced by the COM and MOD Time</td>
<td>The NNR, WNN, DN and WNCO measures are significantly correlated with the MOD Subjective Complexity</td>
</tr>
</tbody>
</table>
Tracing cognitive activity seems to be the main factor affecting the modification of OCL expressions. Although OCL expression modifications are not as easy as OCL expression comprehension, the task of tracing the UML diagram associated to the OCL expression, to identify which relationships should be used to implement a modification, is one of the main factors influencing the efficiency. The way relationships are combined when more than one relationship should be used, along with the depth of this combination, affects this kind of task too. A high import-coupling with a high Depth of Navigations (DN) makes the contextual instance know details of distant objects. So, whenever possible, it is important to limit the knowledge of coupled objects to the immediate surroundings of the contextual instance [4].

In general, we believe that although the cognitive techniques of chunking and tracing influence OCL expressions comprehension, the modification of an OCL expression demands that these techniques should be applied in an intertwining way. During OCL modifications, modelers should identify new objects, new relationships between objects and collection operations, to specify the modifications. The identification of these aspects during modification and how they must be combined demands that modelers should be more cognitively flexible [21] than when they are comprehending OCL comprehensions.

Tracing cognitive process [18], an important factor that disrupts chunking, seems to greatly influence software maintainability.

The previous recommendations are also useful for practitioners, such as modelers and metamodelers in industry. As Cabot et al argue in [14], “the modeling community is continuously pushing forward the OCL”, and “OCL is used in quite different application domains (domain-specific language and web semantics) as well as for various purposes (model verification and validation, code-generation, test-driven development, and transformations)”. The availability of quality indicators of OCL expressions benefit those purposes and help to evaluate possible changes in maintainability [20,36].

There is great room for future work, in several directions. Firstly, further experimentation with practitioners should be performed. Secondly, case studies could be run in the industry, in order to obtain more conclusive and generalized results. We will attempt to establish a measure of overall complexity of a class complemented with a set of OCL expressions, since all the measures presented are defined at expression level and not at class level.

Furthermore, a similar empirical validation work could be carried out with OCL expressions attached to UML statechart diagrams, in which OCL is commonly applied to define guards and events.
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Appendix A. Experimental materials

Below, we present an example of the experimental material (model 2) used in the experiment and replica described in this paper.

A.1. Comprehension tasks

Please write the time at which you begin the exercise: TIME (HH: MM: SS) __________
context Patient inv: (self.doctor_in_charge->size() + self.nurse_in_charge->size()) = 1

For each of the following requirements (which expresses a modification to the previous OCL expression written in natural language), please choose the correct OCL expression satisfying the requirement:

1. A patient is under the charge of a doctor or a nurse, or neither of them. context Patient inv:
   • (self.doctor_in_charge->size() + self.nurse_in_charge->size()) < 1
   • (self.doctor_in_charge->size()) + self.nurse_in_charge->size() <= 1
   • (self.doctor_in_charge->size()) + self.nurse_in_charge->size() > 1
2. A patient is under the charge of a doctor and a nurse. context Paciente inv:
   - self.doctor_in_charge->notEmpty() and self.nurse_in_charge->isEmpty()
   - self.doctor_in_charge->notEmpty() and self.nurse_in_charge->isEmpty()
   - self.doctor_in_charge->notEmpty() and self.nurse_in_charge->notEmpty()
   - self.doctor_in_charge->isEmpty() and self.nurse_in_charge->isEmpty()

Please write the time at which you finish the exercise: TIME (HH: MM: SS) _______

A.4. Modification rating tasks

In your opinion, how difficult are the modifications to the OCL expression? Choose one option only:

- Easily modifiable.
- Quite easy to modify.
- Normal.
- Quite difficult to modify.
- Barely modifiable.
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