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SUMMARY
This article presents two tools to generate test cases, one for Java programs and one for .NET programs, as well as a structured testing process whereby such tools can be used in order to help in process automation. The main innovation in this work is the joint use of diverse techniques and technologies, which have been separately applied to test automation: reflection to extract the class structure; regular expressions to describe test templates and test cases; JUnit and NUnit as test case execution frameworks; mutation and MuJava as test case quality measurers; serialization to deal with the parameters of complex data types; and once more, reflection, to facilitate the test engineer in the task of writing the oracle. Finally, the article presents an experiment carried out to validate the work. Copyright © 2006 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Recent surveys have highlighted the lack of automation of software testing tasks in most software organizations [1–6]. According to Meudec [5], three main categories of automation in software testing can be distinguished: (1) administrative tasks (recording of test specifications, test report generation); (2) mechanical tasks (running and monitoring, capture/replay facilities); and (3) test generation tasks.

Regarding test generation, Ball et al. [7] list three research approaches: (1) given some source code, automatically generate test inputs to achieve a given level of statement, branch or path coverage; (2) given the tester’s knowledge of some source code and its intended behaviour, develop algorithms that automatically generate inputs and check outputs; (3) given a formal specification, automatically generate test cases for an implementation of that specification.
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In addition to other factors, the presence or absence of formal specifications of the program under test has a strong influence on the automation of the testing process. Thus, the more formal the specification of a program (in the sense of \(Z\) or algebraic specifications), the more capability there is to automate the testing process [7]. However, formal specifications are expensive to write and maintain [8], difficult to apply in practice and usually unavailable in industrial software [7]. Thus, in conventional testing practice, the programmer writes the tests for a new system feature after the corresponding production code for that feature [9]. As the program code is a common source for tests [10], the program under test is used to generate test cases, which are executed on a computer. The correctness of the program is checked by comparing the actual output of every test case with the expected output.

Over the last few years, the agile development community has implemented various frameworks to automate the software testing process, commonly known as X-Unit, that are based on this principle of comparing the obtained with the expected output, and that have quickly reached high popularity: in fact, many development environments have ‘plug-ins’ and ‘wizards’ to facilitate X-Unit testing (e.g. Oracle JDeveloper, Eclipse, Microsoft Visual Studio .NET, etc.). Given \(K\), the class under test (CUT), the basic idea of X-Unit is to have a separate test class, \(TestK\), containing test methods that exercise the services offered by \(K\): thus, one of the first instructions of each test method will probably build a new instance \(o\) of \(K\); between the remaining instructions, the test method will exercise on \(o\) some of the services offered by \(K\). Somewhere in the test method, the test engineer adds code for checking that the state of \(o\) (this is, the obtained object) is consistent with the expected state (see Figure 1).

One important benefit of X-Unit environments is that test cases, that are saved in separate files, can be re-executed when the CUT is changed, thus being useful as regression test cases. A drawback is the effort required for writing test cases and that, moreover, even with a huge number of them, the test engineer will not have any guarantee of the coverage they achieve on the CUT.

In accordance with this discussion, Table 1 could be the possible representation of the level of automation achieved by X-Unit tools. In fact, related to the three categories of automation pointed out by Meudec [5], X-Unit environments make a significant contribution to the automation of the mechanical tasks (running and monitoring, capture/replay facilities), partially automate administrative tasks (test specifications are appropriately recorded in separate files and reports about the number of faults detected can be extracted, setting aside important conclusions related to other testing metrics) and yet provide almost no facilities for test generation.

Thus, the positive impact that X-Unit has had on the testing practices of software development organizations can be increased with additional effort that leads to the automation of the manual tasks, especially test generation and better testing metrics. As a matter of fact, from the surveys referenced at the beginning of this section, the work by Ng et al. [6] is the one which shows the best results on test automation: 79.5% of surveyed organizations automate test execution and 75% regression testing. However, only 38 of the 65 organizations (58.5%) use test metrics, defect count being the most popular (31 organizations). Although the work does not present any data about the testing tools used, these results lead one to believe that most organizations are probably automating their testing processes with X-Unit environments.

This article describes a testing process for object-oriented software and a set of tools for supporting its automation. Neither the testing process nor the techniques implemented in the tools are completely new, although the proposal to combine all of them and to adapt the testing process to the tools is. After discussing related work (Section 2), this article is organized around the presentation of the different techniques and technologies adopted (Section 3), their integration into
package samples.results;

import junit.framework.*;
import samples.Account;
import samples.InsufficientBalanceException;

public class TestAccount extends TestCase {

    public void test1() {
        Account o=new Account();
        o.deposit(1000);
        assertTrue(o.getBalance()==1000);
    }

    public void test2() {
        try {
            Account o=new Account();
            o.deposit(300);
            o.withdraw(1000);
            fail("InsufficientBalanceException expected");
        }
        catch (InsufficientBalanceException e) {
        }
    }

    public void test3() {
        try {
            Account o=new Account();
            o.deposit(1000);
            assertTrue(o.getBalance()==1000);
            o.withdraw(300);
            assertTrue(o.getBalance()==700);
        }
        catch (Exception e) {
            fail("Unexpected exception");
        }
    }

    public static void main (String [] args) {
        junit.swingui.TestRunner.run(TestAccount.class);
    }
}

Figure 1. Three JUnit test cases.
a structured testing process (Section 4), the automation of the process by means of a supporting tool (Section 5) and the first results of the application of the testing tool in an experiment (Section 6). The article finishes with the presentation of some conclusions in Section 7.

2. RELATED WORK

This section reviews some techniques and tools related to the goal of automating the unit testing process, and finishes with a discussion about how these techniques and tools can be used to define and automate a testing process. Section 2.1 discusses the usefulness of the ‘method sequence specification’ technique [11] for automating test generation tasks. Section 2.2 presents some basic concepts regarding X-Unit testing and discusses the characteristics of some X-Unit tools. Since the only testing metric provided by X-Unit tools is the number of faults found in the CUT, Section 2.3 makes a short presentation of mutation and discusses how this technique can be used to evaluate the quality of the test case suite. Section 2.4 explains how these techniques can be integrated into a structured testing process.

2.1. Method sequence specification, state machines and regular expressions

As noted in the previous section, formal specifications are a powerful mechanism for providing mathematical descriptions of software and for automating some costly tasks in the testing process. Intermediate situations between code and formal specifications are diagrammatic representations of the software, such as state machines, which have been widely applied in software test automation [7,10,12–14]. Several of these studies just cited propose coverage criteria for state machines, and then define algorithms to generate tests satisfying them. Offutt et al. [10], for example, process state machines described in software cost reduction (SCR) format and expand their predicates to generate test cases for covering transitions, full predicates, transition pairs and complete sequences. Hong et al. [13] translate state machines into inputs to a symbolic model checker and generate test cases for five coverage criteria.

In 1994, Kirani and Tsai introduced the idea of ‘method sequence specification’ as a way to document ‘the correct order in which the methods of a class can be invoked by the methods in other client classes’ [11]. A method sequence specification can be expressed by means of a regular expression, whose alphabet is composed of the set of public operations in the class. Since a state machine can be understood as an extended finite automata, these authors propose the generation of test cases for classes by extracting regular expressions from the state machine representing its behaviour.
In code-based test generation, regular expressions can be written to represent method sequences, independently of the previous existence of state machines. In fact, sequences of methods can be used to write test cases in testing frameworks such as JUnit or NUnit. Beck and Gamma describe the basic steps for writing a test as follows. The test engineer must write: (1) code which creates the objects to interact with during the test; (2) code which exercises the objects; and (3) code which verifies the result.

2.2. X-Unit frameworks and tools

There exist several Web pages related to X-Unit technologies. From http://www.xunit.org, one can navigate for example to JUnit (for Java testing) and NUnit (for .NET testing). All these frameworks share the same testing philosophy: as was pointed out in Section 1, X-Unit test cases are written in separate classes containing test methods that exercise the services offered by the CUT: in its most simple form, an object o of the CUT is built in each testing method; then, a set of messages are sent to o; finally, the test engineer makes use of the framework libraries to check that the obtained state of o is consistent with the expected state.

Figure 1 shows three JUnit test cases for testing the behaviour of a bank account. The first test case checks that, after depositing 1000 monetary units into an account, its balance is 1000. In the second test case, 300 monetary units are deposited into the account, and then there is an attempt to withdraw 1000. In this case, the CUT will have correct behaviour if it throws an ‘InsufficientBalanceException’: thus, if the exception is thrown, the control of the program jumps into the ‘catch’ block and the test case is passed; if the exception is not launched, the ‘fail’ instruction is reached, which, in X-Unit, means that the test case has failed. The third test case checks that the balance of the account is 700 after depositing 1000 and withdrawing 300 monetary units. No exception is expected from this test case: thus, if an exception is thrown, the control of the program jumps into the ‘catch’ block and the framework executes the ‘fail’ instruction, which means that the test case has found a fault.

X-Unit was initially conceived for its application in ‘test-driven development’ [16], where test cases are written before code (also called ‘test-first’) and, together with the ‘user stories’, are the only documentation of the software project. However, the conventional practice is to use X-Unit in a ‘test-last’ dynamic, where tests are written and executed after code production [9]. For this approach, and taking into account the structure of X-Unit test methods, regular expressions based on the set of public operations of the CUT would be a suitable basis for generating test cases.

In fact, commercial tools related to X-Unit are designed to be applied after having written the CUT: setting aside the plug-ins and development environments that already consider X-Unit as an essential component, there are also stand-alone tools to automate test case generation: JTest is a tool by Parasoft to ‘automate and improve Java Unit Testing’ using JUnit [17]. In addition to other capabilities not directly related to JUnit, JTest loads the class and automatically builds a testing class containing blank test methods, one for each method in the CUT (if the CUT has n methods, the testing class will also have n testing methods). It is the responsibility of the test engineer to fill in the body of the testing methods, which can be partially done using a graphical interface (although in any case by hand). In order to achieve high coverage, it is common to exercise the CUT not only with calls to a single method of the CUT, but with a sequence of messages. For this same purpose of increasing the coverage, it is also usual for a JUnit (or NUnit) testing class to contain several versions of the same testing method, each one with different values passed as parameters. Thus, with JTest, the test engineer must still write a substantial amount of code to obtain a sufficient number of test cases.
Enhanced JUnit is a tool by SilverMark [18] that, in addition to other capabilities, generates a JUnit testing method for each public method in the CUT. Each testing method is composed of the creation of an instance of the CUT, a call to only the one method under test and a final piece of validation code. The tool can also trace object interactions, which makes a more powerful generation of test cases possible.

In general, all of these tools extract the structure of the CUT using reflection and show it on graphical interfaces that facilitate the selection of operations and the manual construction of test cases; however, although they offer powerful navigation capabilities, in the authors’ opinion they fail in the automation of the test case generation step. In this way, existing tools only partially automate the process of writing test cases and the task still remains too expensive and time consuming.

The research community has also produced some relevant results in this area. Oriat [19] has built Jartege, a tool to generate random test cases for Java classes. The main drawback of this approach is the use of the Java Modelling Language (JML) [20], an academic proposal that has not transferred into the industrial world. JML is a specification language inspired by Eiffel, VDM and Larch. In JML, the operations of the CUT are annotated with assertions written in a particular notation, that are translated by a specific compiler into standard Java assertions, and later inserted into the code of the corresponding operation. The algorithm presented by Oriat generates testing methods composed of random sequences of calls to the constructors and public methods of the CUT, that are placed into a try block. Each testing method finishes with a catch(Throwable) block that captures the possible violations of the test case. Unfortunately, the algorithm generates many ‘inconclusive’ test cases, for which Jartege is not capable of detecting whether the program behaviour is correct or not. Moreover, the tool has problems dealing with parameters of complex types, since these are also randomly created.

2.3. Mutation as a coverage criterion

Even with a huge number of test cases (manually or automatically generated), the quality of the test case suite (i.e. its capability for detecting faults) is not guaranteed if the test engineer does not know the coverage achieved in the CUT. In fact, in the controlled experiment presented by Erdogmus et al. [9], there is no statistically significant correlation between the number of test cases and the program quality. Thus, a method to assess the quality of test cases is required.

For source code testing, Cornett [21] lists and explains some common criteria such as number of sentences, conditions, decisions, conditions/decisions, paths, data flow, etc. Mutation is also often used as a way of measuring the coverage of the CUT achieved by a suite of test cases and, in this way, the quality of test cases and of test case generation strategies [22–25]. Moreover, several studies have discussed its adequacy for validating such strategies with positive results [26,27].

A mutant is a copy of the program under test, but with a small change in its code. Mutants are usually generated by automated tools that apply a set of mutation operators to the sentences of the original program, thus producing a high number of mutants. Understanding a mutant to be a faulty version of the original program, a test case will be ‘good’ if it discovers the fault introduced, by ‘killing’ the mutant (i.e. the outputs of the original program and of the mutant are different for that test case). Thus, the higher the percentage of killed mutants one obtains, the higher the quality of the test cases. A test case suite is acceptable when the percentage of killed mutants is higher than a predefined threshold.

Although powerful, mutation is computationally a very expensive technique [28–32]. In fact, its three main stages (mutant generation, mutant execution and result analysis) require a lot of time and resources and, thus, researchers have devoted significant effort to reducing its costs.
(a) Regarding mutant generation, the main problem that arises is that almost each executable instruction of a program can be mutated with several mutation operators and, thus, the number of mutants generated for a normal program is huge. The cost of compilation of all mutants is also significant. For example, a simple program containing just one instruction such as \( \text{return } a + b \) (where \( a, b \) are integers) may be mutated in at least 20 different ways (\( a - b, a * b, a/b, 0 + b, a + 0 \), etc.). Offutt et al. [33] reported an experiment that, from a suite of 10 Fortran-77 programs ranging from 10 to 48 executable statements, produced from 183 to 3010 mutants. Mresa and Bottaci [30] utilized a set of 11 programs with a mean of 43.7 lines of code that produced 3211 mutants. To deal with this, in 1991 Mathur [34] proposed ‘selective mutation’, a line of study that has been continued by other authors: experiments have been conducted by Mresa and Bottaci [30], Offutt et al. [33] and Wong and Mathur [35] in order to find a set of sufficient mutant operators to decrease the number of mutants generated without information loss. Mresa and Bottaci [30] and Wong and Mathur [35] also investigated the power of randomly-selected mutants and compared this with selective mutation.

(b) Regarding mutant execution, the problem is the huge number of programs that must be executed. Both the original program and the mutants are executed with each test case. Later, the outputs of all of the mutants are compared with the original program output. According to Ma et al. [36], research in this area has proposed the use of non-standard computer architectures [37] and weak mutation. In weak mutation, the state of the mutant is examined immediately after the execution of the modified statement, considering the mutant to be killed even if the incorrect state is not propagated to the end of the program. Weak mutation was initially introduced by Howden [38] in 1982, and has received further attention from Offutt and Lee [39]. Another research line was proposed by Hirayama et al. [40], who proposed the reduction of the number of test cases to be executed by means of a prioritization of the program functions. Kim et al. [24] analysed the effectiveness of several strategies for test case generation with the goal of finding which one manages to kill more mutants.

(c) Regarding result analysis, the major difficulties appear to be with the detection of functionally equivalent mutants (mutants that cannot be killed by any test case and that will remain forever live). Manual detection is very costly, although Offutt and Pan [41] have demonstrated that it is possible to detect almost 50% of functionally equivalent mutants automatically.

The MuJava tool [36] is an efficient mutation system for Java programs: it uses bytecode translation and a technique called Mutant Schemata Generation (MSG) to produce the mutants, which reduces the cost of mutant generation; for mutant execution, MuJava executes all test cases against the CUT and the mutants using MSG and also a technique based on BCEL (the Byte Code Engineering Library); for result analysis, MuJava automatically compares the output of test cases for the CUT and for the mutants, reporting on the number of killed and live mutants. The tool facilitates the detection of functionally equivalent mutants by showing the original class and the mutant in separate text areas, highlighting the mutated instruction.

MuJava test cases are very similar to X-Unit test cases: they are also implemented as test methods that are grouped into separate classes. Each test method also consists of instructions to create and manipulate an instance of the CUT. However, whereas JUnit methods return a \texttt{void} type, MuJava methods return a \texttt{String} type, which corresponds to the string representation of the instance manipulated in the test method. Figure 2 shows the same test cases of Figure 1, but now rewritten in the MuJava format: MuJava executes the class with the test methods against the original program and its mutants.
package samples.results;

import samples.Account;
import samples.InsufficientBalanceException;

public class MujavaTestAccount extends TestCase {

    public String test1() {
        Account o=new Account();
        o.deposit(1000);
        return o.toString();
    }

    public String test2() {
        try {
            Account o=new Account();
            o.deposit(300);
            o.withdraw(1000);
            return "InsufficientBalanceException expected";
        }
        catch (InsufficientBalanceException e) {
            return e.toString();
        }
    }

    public String test3() {
        try {
            Account o=new Account();
            o.deposit(1000);
            o.withdraw(300);
            return o.toString();
        }
        catch (Exception e) {
            return "Unexpected exception";
        }
    }
}

Figure 2. The test cases of Figure 1, now in MuJava format.

cmpares the strings provided as results and registers the number of live and killed mutants. The goal of MuJava is not the finding of faults in the CUT: it is a mutation tool to generate and execute mutants, and for obtaining mutation results. Thus, its test methods do not contain the assertion instructions that are included in the JUnit test methods.
Table II. A test template, some parameter values and the test cases produced.

<table>
<thead>
<tr>
<th>Test template</th>
<th>Test values</th>
<th>JUnit format</th>
<th>MuJava format</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Method</td>
<td>Parameter</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>public void test1() {</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>public String test1() {</td>
</tr>
<tr>
<td>Account()</td>
<td>deposit</td>
<td>double</td>
<td>Account o=new Account();</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0, 100]</td>
<td>o.deposit(0);</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>o.withdraw(-100);</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>assertTrue(...);</td>
</tr>
<tr>
<td></td>
<td>withdraw</td>
<td>double</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[-100, 300]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>assertTrue(...);</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>return o.toString();</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>public String test2() {</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Account o=new Account();</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>o.deposit(100);</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>o.withdraw(-100);</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>assertTrue(...);</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>return o.toString();</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>}</td>
</tr>
</tbody>
</table>

2.4. Integration of techniques

The intention of the three previous sections was to provide the reader with an overview of the different possibilities that current techniques and tools have for testing automation. Given the focus on the Java programming language and on the two testing tools reviewed, and taking into account the similarities between JUnit and MuJava test cases, the same regular expression can be used to generate the same test cases for both tools: thus, MuJava will be used to assess the quality of the JUnit test cases.

More generally, the idea is also valid for other programming languages. For the Microsoft .NET languages, NUnit is a tool equivalent to JUnit, sharing its principles of test case structure and execution. Unfortunately, to the authors’ best knowledge, there is no mutation system for .NET, although the authors are developing a mutation system compatible with NUnit.

The proposal described in subsequent sections integrates the previously reviewed techniques, with the goal of improving X-Unit test case generation and the measurement of its quality through mutation. Two tools (for Java and for the .NET languages) have been developed that, using reflection, extract the structure of the CUT and facilitate the writing of regular expressions, with an important contribution to the automation of the subsequent test case generation. Given a class to be tested, the user provides a ‘method sequence specification’ [11] of the CUT by means of a regular expression; then, using a standard Java or .NET library, the spanning tree of the finite automata corresponding to the regular expression is analysed and used to generate test templates. A test template is a sequence of operations of the CUT with no values that must be later combined with actual test values to generate testing files. Table II illustrates this concept: the template is a list of signatures of operations in the CUT; each parameter of each operation in the template has assigned a set of test values. Test cases are obtained by generating all possible combinations of the methods in the test template with the corresponding test values. Let $ts = (op_1, op_2, \ldots, op_n)$ be a test template composed of calls to the operations $op_1, op_2, \ldots, op_n$, and let $p_{m1}, p_{m2}, \ldots, p_{mn}$ be the number of parameters in $op_1, op_2, \ldots, op_n$; then the number of test cases generated from $ts$ is $p_{m1} \times p_{m2} \times \cdots \times p_{mn}$.  
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For Java programs, test cases will be written in JUnit or MuJava formats (containing the same test cases, but each with a different structure, appropriate for its corresponding tool). For .NET, test cases are written in NUnit format [42] and in any of the following languages of Visual Studio: Visual Basic, C# and J#. For Java, JUnit and MuJava are complementary files, in the sense that MuJava test cases measure the quality of the JUnit test cases. In the .NET case, it is not yet possible to measure the quality of the generated tests although, as previously stated, a compatible mutation tool is being developed.

Primitive values can be given by hand during the testing session or be read from a file. Values of complex types must have been previously serialized by the user, and will be deserialized during test file writing.

In order to reach a higher level of quality in test cases, it is very common to exercise the CUT with several versions of the same testing methods, only differentiated by the set of values passed as parameters. It is also interesting to test the class invoking its services in different orders. Regular expressions are a very good way to specify the messages composing each testing method. This technique, therefore, constitutes a highly appropriate alternative to the test case generation strategy of the commercial and research tools previously discussed, and industry may take advantage of the integration ideas summarized in this article and put them into practice in its tools.

3. SUPPORTING TECHNOLOGIES

This section provides brief descriptions of JUnit and MuJava, two third-party tools, suitable for integration into the proposed testing process.

3.1. A brief introduction to X-Unit

In order to explain the testing methodology using X-Unit, this section presents some characteristics of JUnit, the X-Unit Java framework, which can be used as a basis for understanding the remaining technologies.

To write a class for testing a domain class, the software engineer must write a specialization of \textit{TestCase}, one of the main classes included in the framework. In turn, \textit{TestCase} is a specialization of \textit{Assert}, a class that contains many \textit{assert} operations (Figure 3), that are used to check the state of the instance under test. Using reflection, the JUnit engine executes all of the methods in the testing class whose names start with ‘test’. Each testing method exercises some services of the CUT on one instance. Finally, the obtained instance is compared with the expected instance using some of the \textit{assert} methods. If none of the methods fail (i.e. they do not find any fault in the CUT), the JUnit user interface shows a green bar; if at least one testing method finds an error, the user interface shows a red bar.

Consider a Java version of the triangle-type problem (TriTyp) [43], commonly used as a benchmark example in testing papers. Figure 4 shows the UML representation of the TriTyp class. It contains three fields \(i\), \(j\), \(k\) representing the lengths of the three sides of a triangle, whose values are given by the three \textit{setI}, \textit{setJ}, \textit{setK} methods; the triangle type is decided in the body of the \textit{type} method, which assigns the appropriate value to the \textit{trityp} field.

In JUnit, possible test cases would consist of a call to the class constructor, calls to the three setter methods and, then, a call to some of the \textit{assert} methods inherited from \textit{Assert}. Figure 5 shows two JUnit testing methods: \textit{test1} checks that a triangle with three sides of length 5 is equilateral;
void assertTrue(String, boolean)  void assertFalse(boolean)
void assertFalse(String, boolean)  void assertEquals(Object, Object)
void assertEquals(String, Object, Object)  void assertEquals(float, float, float)
void assertEquals(String, String, String)  void assertEquals(boolean, boolean)
void assertEquals(String, float, float, float)  

Figure 3. Some operations in the Assert class.

void assertNotNull(String, Object)  void assertNotNull(Object)
void assertNotNull(Object)  void assertNull(String, Object)
void assertNull(Object)  void assertSame(Object, Object)
void assertSame(String, Object, Object)  void assertNotSame(Object, Object)
void assertNotSame(String, Object, Object)  void fail(String)
void assertTrue(boolean)  void fail()

Figure 4. UML representation of the TriTyp class and possible values.

*Possible values of the trityp field:*

- 1 if scalene;
- 2 if isosceles;
- 3 if equilateral;
- 4 if not a triangle.

test2 checks that a triangle with a side of length zero is not a triangle. The right-hand side of the figure shows the graphical interface of JUnit: the two test cases have been executed and the bar shows with the green colour that neither errors nor failures in the CUT have been found by these test cases.

It is possible to change the code in the CUT to throw exceptions if some of the parameters passed to the setter methods are less than or equal to zero. In this case, the testing methods in Figure 5 would not compile because the exception should be either caught or thrown by test1 and test2. In the case of test2, the correct behaviour is that the sentence t.setK(0) throws the exception; otherwise it is incorrect.

To deal with these situations, the Assert class includes the fail method, which forces the red bar to appear: sentences in the test1 method of Figure 6 should not throw any exception; so, if one occurs, the exception is captured in the catch block and the bar is forced to appear in red colour by the fail instruction. The test2 method should throw the exception after executing t.setK(0), since this parameter must not be accepted. If it throws the exception, the program control jumps into the catch block that manages the exception as appropriate; if it does not throw the exception, then the program control continues to the fail sentence, with the red bar appearing in the JUnit window.
public void test1()
{
  TriTyp1 t=new TriTyp1();
  t.setI(5);
  t.setJ(5);
  t.setK(5);
  super.assertTrue(t.type()==3);
}

public void test2()
{
  TriTyp1 t=new TriTyp1();
  t.setI(5);
  t.setJ(5);
  t.setK(0);
  super.assertTrue(t.type()==4);
}

Figure 5. Two JUnit test cases for the TriTyp problem.

public void test1()
{
  try {
    TriTyp2 t=new TriTyp2();
    t.setI(5);
    t.setJ(5);
    t.setK(5);
    super.assertTrue(t.type()==3);
  }
  catch (Exception ex)
  {
    fail("This test case shouldn't " +
    "fail: it is equilateral");
  }
}

catch (Exception ex)
{
  fail("This test case should have failed");
}

Figure 6. The test cases of Figure 5, now adapted to the new implementation of the CUT.
Figure 7. Two MuJava test cases.

As is well known, there are many different possibilities for obtaining complete testing of the TriTyp problem. Knowing the interface of the class, it is possible to write regular expressions to generate test cases automatically.

Explanations presented in this section are completely valid for other X-Unit frameworks, such as NUnit, the .NET testing framework. Moreover, the two tools implemented share the same principles and algorithms. The only difference is that the .NET tool does not generate test cases for any mutation tool.

3.2. MuJava

Test cases in MuJava also consist of sequences of calls to services, but they are slightly different from those of JUnit: a test case in MuJava is a method returning a string, which may be the string representation of the object under test.

The two test cases in Figure 7 are the MuJava test cases corresponding to the test1 methods in Figure 5 and Figure 6. Note that, now, both test methods return a string. The example on the right-hand side catches the possible exception. MuJava executes the class with the test methods against the original program and its mutants, compares the strings provided as results and registers the number of live and killed mutants.

4. DEFINITION OF THE TESTING PROCESS

Mutation is used to determine the adequacy of the test cases for testing the CUT. However, mutation must be used once the test engineer has checked that the test case suite does not find any fault in the CUT. Otherwise (i.e. if a test case finds a fault), the CUT must be corrected and the test cases re-executed. This process model requires less time and effort than others, such as the ‘traditional’ and
the ‘new’ mutation testing processes described by Offutt [44]; in these process models, test cases are executed against the mutants even before knowing whether the CUT is correct or not.

In order to automate test generation, the test engineer must write a regular expression representing the structure of the test templates. The combination of these with the test values will generate the test cases. Since X-Unit also requires assert code, the operations in the CUT must be annotated with assertions. Assertions must be valid for all of the possible X-Unit test cases generated: thus, a possible assertion for the \texttt{deposit(amount:double)} operation of an \texttt{Account} class could be:

\[
\text{assertTrue(obtained.getBalance()==balancePre+amount)}
\]

where \textit{obtained} is the name of the instance under test in all test methods, and \textit{balancePre} saves the result of executing the \texttt{getBalance()} operation on \textit{obtained} before the call to \texttt{deposit}.

Figure 8 shows the testing process proposed.

1. In the first step, the CUT is selected and its set of public operations is extracted.
2. Then, the tester can: (a) write a set of constraints for each operation to be tested (these constraints will be used later to write the assertions in the X-Unit testing methods); (b) write a regular
expression for the further generation of test cases; (c) create test values that will be passed as parameters in the calls to operations of the CUT.

(3) The regular expression written in the previous step is used to generate test templates, which will be later combined with the testing values to generate test cases.

(4) X-Unit test files are generated combining test templates, test values and operation constraints, elements created in the previous steps. MuJava files do not require constraints to be generated.

(5) The X-Unit file generated in the previous step is executed using the appropriate testing framework (JUnit, NUnit, etc.). If test cases highlight the presence of faults in the class, these must be corrected and the X-Unit file should be re-executed until no further faults are found.

(6) Once the CUT presents no faults, it is time to check the coverage achieved by the test cases, which is done by executing the same set of test cases in a different environment. In the case of Java programs, mutants must be generated and executed against test cases within the appropriate environment (in this case, MuJava). Obviously, the test engineer must detect and remove functionally equivalent mutants.

(7) If the threshold of killed mutants is reached, then the testing process can be finished; otherwise, new test cases must be written for both the X-Unit and the mutation system, which can be done manually or automatically. The X-Unit file should be executed first, meaning that there is a return to step (5). The stipulated threshold determines the minimal percentage of mutants that must be killed in order to consider that the testing phase is satisfactory.

5. DESIGN OF THE TOOLS

Two tools have been implemented to generate test cases: one deals with Java code and produces JUnit and MuJava files; the other deals with .NET compiled code and produces NUnit files.

Java and .NET include the possibility of extracting and knowing many details of the structure of classes by means of reflection. In Java, the `java.lang.Class` class is the starting point to access the set of operations and fields in the CUT, which is later used to write the regular expression to generate the tests. In .NET, the equivalent class is `System.Type`, which also has a wide set of operations for the same goal.

Figure 9 shows some of the members of some reflective Java classes. As can be seen, Class includes operations to recover its set of constructors, methods and fields. When, for example, a method is recovered, it is possible to know its return type (note the `getReturnType` operation in the `Method` specification of Figure 9), the types of its parameters (using the `getParameterTypes` operation), the exceptions it throws or, even, to invoke the method on an instance with a set of parameters (by means of the `invoke` operation).

The equivalent structures in .NET (`Type`, `ConstructorInfo`, `MethodInfo` and `FieldInfo`) offer similar functionalities to the programmer.

The following sections explain in detail how to carry out the different steps of the proposed testing process (Figure 8), as well as some implementation techniques.

5.1. CUT selection and extraction of public operations

In the Java tool, the CUT must be accessible through the CLASSPATH environment variable and can be packaged into a JAR or ZIP file; in .NET, the CUT structure is extracted and then processed from
the compiled file where it has been deployed: either dynamic link libraries (DLL) or executable files (EXE). Using an instance of Assembly (a class defined in the System.Reflection .NET namespace), the tool shows the list of classes contained in the selected file, one of which will be the CUT.

In either case, the CUT is instantiated (by means of a Java Class or a .NET Type) and, using the capabilities of reflection, its structure is extracted and shown. In the remaining sections, the Java testing tool is presented, applying it to the example of Figure 10, that represents a fragment of the structure of a banking system, where each account may have several annotations.
In addition to others, Account has the operations whose code appears in Figure 11.

- \textit{Account(String number)} looks in the database for the account whose number is the value passed as parameter and, if it is found, assigns the instance fields the corresponding values; otherwise, it throws a \textit{NonExistingAccount} exception. Since the connection with the database can fail, it may throw an \textit{SQLException}.

- \textit{deposit(double amount, String description)} creates a new annotation, that is associated with the corresponding bank account, and inserts it into the database. If \textit{amount} is not greater than zero, then the method throws an \textit{IllegalArgumentException}.

- \textit{withdraw(double amount, String description)} creates a new annotation associated with the account and saves it in the database. It can throw: (1) an \textit{IllegalArgumentException} if \textit{amount} is less than or equal to zero; (2) an \textit{InsufficientBalanceException} if the account balance is less than \textit{amount}; and (3) by means of \textit{getBalance}, a \textit{NonExistingAccountException}. If there are problems with the database connection, it can also throw an \textit{SQLException}.

- \textit{transfer(double amount, String description, Account targetAccount)} produces three annotations: two on the account that executes the method (a withdrawal for the \textit{amount} and a \textit{commission} for the transfer) and one on the \textit{targetAccount}. This method can throw the same exceptions as \textit{deposit} and \textit{withdraw}, as well as \textit{InvalidAccountNumber}.

- \textit{deleteAnnotations()} deletes all the annotations in the corresponding Account. This operation is required to start the execution of each test case with the account instance in the same state: since accounts are persistent objects (annotations are saved in the database), the execution of the \textit{deposit} operation on an account will change its state in the database; later, when the same test case is executed on a mutant affecting the same account, the account state (i.e. its balance) will be different. Thus, for testing purposes, the annotations of each account must be deleted after calling the aforementioned \textit{Account(String number)} constructor.

5.2. Regular expression writing, processing and test template generation

Figure 12 shows the main screen of the Java tool. The CUT has been selected navigating the class path after pressing the button labelled ‘Select class’. Then, its public constructors and methods are loaded and shown in the tree appearing on the left-hand side. Regarding the regular expression, the operations in the CUT are referenced with letters: the first operation is ‘A’, the second is ‘B’, etc. If there are more than ‘Z’ operations, then the successive ones are mapped to combinations of letters starting with ‘(AA)’, ‘(AB)’, etc. The tool user can write the corresponding letters, or select a node and press the button under the tree, or double click on the corresponding node. If the user does a double click on the regular expression, then the sequence of actual calls is shown in the messages area (in the bottom part of the screen).

In the Java tool, regular expressions are analysed using \textit{java.util.regex.Pattern} class (and the \textit{System.Text.RegularExpressions} namespace in the .NET tool); thus, they must be written using its notation\(^\ddagger\).

\(^\ddagger\)A summary of Java regular-expression notation is found at http://java.sun.com/j2se/1.4.2/docs/api/java/util/regex/Pattern.html [10 May 2005].
public Account(String number) throws SQLException, NonExistingAccount {
    String SQL="Select Number, CustomerId, DateOfCreation from Account where Number=?";
    Connection bd=null;
    PreparedStatement p=null;
    try {
        ... ResultSet r=p.executeQuery();
        if (r.next()) {
            ... // Assignment of columns to fields of "this"
        } else throw new NonExistingAccount();
    } catch (SQLException ex) {
        throw ex;
    } finally {
        bd.close();
    }
}

public void deposit(double amount, String description) throws IllegalArgumentException, SQLException {
    if (amount<=0) throw new IllegalArgumentException();
    AccountAnnotation a=new AccountAnnotation(this.number, amount, description);
    a.insert(this.number);
}

public void withdraw(double amount, String description) throws IllegalArgumentException, SQLException, NonExistingAccount, InsufficientBalanceException {
    if (amount<=0) throw new IllegalArgumentException();
    if (amount>getBalance()) throw new InsufficientBalanceException();
    AccountAnnotation a=new AccountAnnotation(this.number, -amount, description);
    a.insert(this.number);
}

public void transfer(double amount, String description, Account targetAccount) throws IllegalArgumentException, SQLException, NonExistingAccount, InsufficientBalanceException, InvalidAccountNumber {
    if (targetAccount.getNumber().equals(this.getNumber()))
        throw new InvalidAccountNumber();
    if (amount<=0) throw new IllegalArgumentException();
    double commission=0.02*amount;
    if (commission<3) commission=3;
    if (amount+commission>getBalance()) throw new InsufficientBalanceException();
    this.withdraw(amount, "Transference");
    this.withdraw(commission, "Commission");
    targetAccount.deposit(amount, "Transference");
}

public void deleteAnnotations() throws SQLException {
    String SQL="Delete from AccountAnnotation where AccountNumber=?";
    ...
}

Figure 11. Some code of some operations of Account.
The regular expression in the figure is:

\[ AKH(H|I)^* \]

This denotes (see the class structure in the left-hand tree of Figure 12) that test cases must start with a call to the constructor `domain.Account(String)`, which must be followed by a call to `deleteAnnotations()` (operation ‘K’), another one to `deposit(double, String)` and combinations of calls to the methods ‘H’ and ‘I’ (respectively `deposit` and `withdraw`). The maximum length of test cases (i.e. the maximum number of calls) can be limited (up to six, in this example).

When the user presses the ‘Get test templates’ button, the corresponding set of ‘test templates’ is obtained and shown in the tree on the right-hand side. Test templates contain the operations that will later be combined with the values and assertions given by the user to generate the test file. Adapting the work of Chow [45], templates are generated calculating the spanning tree of the regular expression:
Set \textbf{buildTemplates}(Class \textit{cut}, \text{String} \textit{regularExpression}, \text{int} \textit{maxLength})

\begin{verbatim}
Set result=∅
int previousPosition=1
for I=1 to maxLength
    buildTemplates(cut, previousPosition, regularExpression, result)
end_foreach
foreach template in result.templates
    if regularExpression does not accept template.regularExpression()
        result.remove(template)
    end_if
end_foreach
return result
end
\end{verbatim}

\begin{verbatim}
void buildTemplates(Class cut, byref int previousPosition,
                        byref String regularExpression, byref Set result)
foreach template in result.templates
    foreach operation in cut.operations
        if regularExpression contains operation
            currentTemplate.addOperation(operation)
            result = result ∪ { template }
        end_if
    end_foreach
end_foreach
previousPosition=i
\end{verbatim}

Figure 13. Algorithm for generating test templates.

the function in charge is the first version of \textbf{buildTemplates} shown in Figure 13: \textit{result} saves the set of templates. In the first loop, and by calls to the second version, the algorithm progressively fills \textit{result} with test templates of lengths 1, 2, \ldots, \textit{maxLength}. When templates are generated (and by means of the aforementioned regular expression libraries), the second loop filters the templates that do not fulfil the \textit{regularExpression}. When the second function is called with 1 as \textit{currentLength}, templates of length 1 composed of the signature of operations included in \textit{regularExpression} are added to \textit{result}; each new time the second function is called, it adds a new operation signature to the previous set of templates. For brevity and clarity, details of reference controlling and object cloning have been removed.

5.3. Test values and assertions writing

Test templates must be combined with actual values and additional code to produce the testing methods in the generated testing class. Test values must be manually assigned to parameters by the user, for which he/she can apply his/her best knowledge about the system, as well as limit values of assertions, an approach that has been suggested in many studies [10, 46–49]. The additional code includes calls to the \texttt{assert} operations inherited from the \texttt{Assert} class (see Figure 3), but also other type of code that may be useful for testing purposes, such as variable declarations, conditional instructions, etc.
Both the testing values and the additional code are written by the tool user by hand using the window shown in Figure 14. In the ‘precode’ and ‘postcode’ areas, the user may write code that, in each testing method, will be put before and after the call to the business method that is selected in the left-hand tree. Note that the word \textit{obtained} is used in the precode and postcode, since this is the name the tool assigns to the instance of the CUT in each testing method. In the same way, references to arguments are made using \texttt{argX}, where \texttt{X} represents the argument number in the method signature. When the operation returns a result, this is referenced with \texttt{result}.

Values for parameters of primitive data types are directly assigned in the tool interface shown in Figure 14; values of non-primitive data types must be previously serialized and saved in a specific location. Later, the tool ‘deserializes’ these objects and passes them as parameters to the testing methods. The use of serialized objects is explained in Section 5.5.

As has been illustrated in Figure 6, the correct behaviour of the CUT sometimes requires the throwing of an exception. By reflection, the tool extracts the exceptions that each method can throw and shows them to the test engineer (Figure 14). Thus, in this screen he/she may assign a given exception to a specific value of a method. For example, since the correct behaviour of \texttt{deposit} is the launching of an \texttt{IllegalArgumentException} with the zero value, this association of an exception with a test value can be established at the bottom right-hand side of the screen (Figure 15).

With these ‘reserved words’ (\texttt{obtained}, \texttt{result}, \texttt{arg1}, \texttt{arg2}, \ldots) and this way of operating, the tool makes an important contribution to the description of a generic test oracle for the CUT, and partially supports the automation of testing result analysis, which are currently active areas of research [10].
5.4. Test case generation

When the testing values and the additional code have been assigned, the tool has all the information required to generate the test file. Testing methods are named using the name of the test template they proceed from, followed by the order of the testing method inside the template. The number of testing methods obtained from a test template depends on the number of testing values given to its parameters (Section 2.4).

The tool manages a metamodel representing all of the elements involved in the process. Figure 16 is a partial view of the metamodel, extracted after having reverse-engineered the main classes of the tool and having hidden some details: TClass represents the CUT, from which a set of TestTemplate elements are generated with the algorithm of Figure 13; once the class knows its templates, it builds the set of test cases (TestCase class); these are later translated into JUnit or MuJava test methods (respectively, TJUnitMethod and TMujaJavaMethod). The main difference between the two specializations of TestMethod resides in the toString operation, since each one must write the method into the format of the target tool. Finally, the test methods are added to the corresponding testing files and saved in the location pointed out in the tool setup. Since the number of test methods can be huge, they are not saved in main memory during the generation process, but each time a method is built, it is serialized and saved on disk. When all methods have been generated, the tool goes into a loop that reads each test method and adds it to the corresponding JUnit or MuJava test file.

Figure 17(a) shows the algorithm to generate the test cases corresponding to the test template passed as parameter. The first loop builds a tree whose nodes save the test values of the parameters of all operations, ordered by operation and, inside each operation, by parameter order (Figure 17(b) shows the tree corresponding to the test_6 template). The second loop considers the branch corresponding to each leaf node in the tree (Figure 17(c) represents the branch corresponding to the left leaf, from top to bottom), and builds a test case for each branch, adding the parameters to the operations in the same order (Figure 17(d)).

Figure 18 shows the window containing all of the testing methods generated for this testing scenario. The code in the example corresponds to the test_6_31 method, one of the test cases generated.
from the TS₆ template (selected and expanded in the tree on the right-hand side of Figure 12). Note that, since the last value passed to deposit is zero, and this value had been marked to throw an IllegalArgumentException in Figure 15, the tool has structured the test method into three blocks as follows. (1) The first is a try block that attempts the execution of the CUT operations. If no exception is launched, then the fail instruction at the end of the try is executed and JUnit is instrumented to highlight the presence of a fault in the CUT. (2) If an IllegalArgumentException is thrown, the program control jumps into the catch(IllegalArgumentException) block and the test case is passed. (3) If another type of exception is thrown, the program control goes into the catch(Exception) block and forces JUnit to highlight the presence of a fault.

However, if it is executed, the test case will fail because, according to the specification of withdraw (Figure 11), it is not possible to withdraw 5000 monetary units from an account in which only 100 units have been deposited. Thus, the correct behaviour of the CUT for this test case is the throwing of an InsufficientBalanceException, which can be selected from the list placed at the top in order to change the test method structure. By reflection, that list is loaded with all the possible exceptions the methods in the test case can throw.

Without removing any of the testing methods in the previous figure, 2072 test cases are generated on a standard Pentium II computer in 10.8 seconds for the Account class using the regular expression of Figure 12, with four values for the string argument of the constructor, two values for the double parameter of deposit, four for the double of withdraw and one for their string parameters. The tool splits JUnit test cases into several files depending on the user preferences. Selecting a size of 600 KB per JUnit file, five test files are generated and written in the result location, named TestAccount1 to TestAccount5. The first file contains 540 test cases, one of which is shown in Figure 18.
As can be seen in Figure 19, JUnit executes the test file in 27 seconds (which, in this example, includes the establishment of 2300 connections to the banking database). One of the test methods that has found a fault is testTS631, since, as pointed out in the previous discussion, it has thrown an InsufficientBalanceException instead of IllegalArgumentException.

The tool saves all test methods on disk: thus, the test engineer may rebuild the test files and correct the test methods in the window of Figure 18 or, if there is a problem in the CUT, go to this to fix it and, then, re-execute the test cases.

The same test cases can be also generated in MuJava format (Figure 20). In order to avoid problems with huge files that could force the computer to throw an OutOfMemoryException, the tool builds more than one MuJava test file depending on the number of test cases, and puts them into the appropriate MuJava directory.

MuJava builds 82 traditional and 14 class mutants for Account. In the example, each MuJava test file has 300 test cases. This means that (82 + 14) × 300 = 28 800 executions of the test cases are made.
In spite of these numbers, the percentage of killed mutants is small, since these test cases exercise only a subset of the methods in the CUT. Therefore, the removal of the mutants affecting non-tested operations is required. After removing these, 31 traditional and four class mutants still remain, and the testing file is executed against them. Figure 21 shows the results of the process: 90% and 50% of traditional and class mutants, respectively, are killed by the test suite. After examining with MuJava the live mutants, all of them are functionally equivalent: as an example, the code of the AOIS_5 mutant has added the ++ operator in the construction of the AccountAnnotation object (line 68), that increases the value of amount, but after the operation, therefore having no effect on the amount assigned to the annotation:
Figure 19. Results of executing in JUnit the generated testing file.

```java
61 public void deposit( double amount, java.lang.String description )
62 throws java.lang.IllegalArgumentException, java.sql.SQLException
63 {
64     if (amount <= 0) {
65         throw new java.lang.IllegalArgumentException();
66     }
67     domain.AccountAnnotation a = new domain.AccountAnnotation( 
68         this.number, amount++, description );
69     a.insert(this.number);
70 }
```

### 5.5. Dealing with non-primitive data types

Account has a `transfer(double amount, String description, Account targetAccount)` operation that deposits in `targetAccount` the `amount` passed as first parameter, withdrawing the same amount from the account executing the method plus a commission.
Values for the first and second parameters can be given by hand by the user using the window in Figure 14; however, instances of Account must be taken from a repository of serialized objects which must have been previously built and saved.

The tool includes a small code generator that helps write a file to create and serialize instances of any class that, as in this example, can be required as parameters in test methods. Figure 22 shows the corresponding window: the class structure is loaded and shown in the tree on the left; the tool adds some code to the editor on the right-hand side for creating an instance of the required class. The tool user may replace the ‘//TODO’ line by calls to class methods for putting the instance in the required state, such as is shown in the highlighted lines of Figure 22.

The objects created in this way are serialized and saved in the serialized objects folder given in the tool configuration. The contents of this folder can be inspected with the window of Figure 23: when the user selects a file with .ser extension, the tool recovers the corresponding instance and, by means of reflection, shows its set of fields and the public methods with no parameters (among these, there are the get methods that read the instance state). The user can select a field and see its value (if it is public), as well as the result of non-void, public methods with no parameters (since this is the usual signature of observer methods).
Test methods that require serialized instances include code for recovering them from disk. Figure 24 shows a sample of one testing method that makes use of the aforementioned transfer method (note the highlighted lines): the third parameter of transfer is an account, that is read from a file. The tool uses as testing values those files in the folder of serialized values whose name starts with the name of the class of the required instance and whose extension is ‘.ser’ (thus, it would use domain.Account.ser, but also domain.Account100.ser).

6. EXPERIMENT DESCRIPTION

The research question can be stated as:

Does the use of the automatic testing tool affect the efficiency of the testing process?
The formulated experimental hypotheses are the following:

**Null Hypothesis, H0.** The efficiency of the testing process with and without the automatic tool is not significantly different.

**Alternative Hypothesis, H1.** The efficiency of the testing process with and without the automatic tool is significantly different.

The efficiency of the testing process, which is the dependent variable, is measured as the percentage of mutants killed in the given time. The independent variable is the use (or non-use) of the tool.

### 6.1. Subjects

Twenty eight subjects from the University of Castilla-La Mancha participated in this experiment. All of them were in their fifth year of Computer Science. Table III summarizes their ages and years of experience with Java. One of them had experience with JUnit during the previous year.
The tasks to be performed did not require high levels of industrial experience, so this experiment with students could be considered as appropriate [50,51]. Moreover, students are the next generation of people entering the profession, so they are close to the population under study [52]. In addition, working with students implies a set of advantages, such as the fact that the prior knowledge of the students is reasonably homogeneous.

Three and two weeks before the experiment, all of the subjects received two training sessions of two hours, in which the main issues of JUnit were commented on and where some examples of the tasks to be performed by them were explained by the conductor of the experiment. So, it can be considered that the level of experience they brought to the experiment was acceptable.

6.2. Experimental task and procedure

The subjects were randomly assigned to two groups of 14 people, and each group performed the experiment in a different laboratory. During their Computer Science studies, all of them had received
the same training in programming, design, testing, strategies for testing (boundary values, equivalence classes, etc.) and in the use of JUnit.

The Universe of Discourse (UoD) of the testing process was quite usual and not exceptional at all (the already discussed ‘classical’ triangle problem [43]), so there was no need for extra effort in understanding it. Both groups had to test a class implementing the problem: one group using the JUnit plug-in included in Eclipse (the manual group), whereas the other group had to use the tool presented in Section 5 (the tool group). In the manual group, the first 50 minutes of the experiment were dedicated to reviewing JUnit, and applying it to the testing of a class that implements the bubble sort algorithm. In the tool group, the first 50 minutes were dedicated to presenting the testing tool, and also applying it to test the class implementing the bubble sort algorithm. Thus, the students in both groups would
Table III. Main characteristics of the subjects.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Tool group</th>
<th>Years of experience</th>
<th>Manual group</th>
<th>Years of experience</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Age</td>
<td></td>
<td>Age</td>
</tr>
<tr>
<td>Tool group</td>
<td>5</td>
<td>24</td>
<td>6</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>23</td>
<td>5</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>22</td>
<td>4</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>22</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>21</td>
<td>7</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Manual group</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

The TriTyp class, whose structure is shown in the next figure, implements functionality to determine the type of a triangle.

For this, it includes the operations `setI(int)`, `setJ(int)` and `setK(int)` that give values to the three sides of the triangle (respectively, to the fields `i`, `j`, `k`). The operation `type()` determines the type of the triangle and assigns the `trityp` field one of the following values: EQUILATERAL, ISOSCELES, SCALENE or NOT_A_TRIANGLE.

A triangle is equilateral when its three sides are equal, isosceles when two are equal and one different, and scalene when the three sides are different. A triangle is not valid when any of the sides is zero or less than zero, or when the sum of two sides is less than the third.

Using JUnit, you must build a class `TestTriTyp` to test the behaviour of the TriTyp class, i.e. that the type of the triangle is correctly determined. You must use the operations `TriTyp()`, `setI(int)`, `setJ(int)`, `setK(int)` and `type()`.

When you have finished, the conductor of the experiment will collect the testing files you have produced.

Figure 25. Statement of the experiment.

start the testing of the triangle classification situation during the remaining 50 minutes with the same fatigue level.

Each subject received a correct implementation of the TriTyp class and the statement shown in Figure 25. As the figure states, the conductors of the experiment collected at the end all the testing files from the computers.

In order to increase the motivation and interest of the subjects, it was explained to the students of both groups that the exercises that they were going to perform could be similar to those that they would find in their examination at the end of the term, and that it was very important to understand testing. Furthermore, 0.5 points would be added to their marks if they participated in the experiment.

Once the conductors of the experiment had collected the JUnit test cases, they translated them into MuJava test cases according to the equivalence rules discussed in Section 5.4.
Table IV. Summary of results.

<table>
<thead>
<tr>
<th></th>
<th>Tool group</th>
<th>Manual group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of test cases</td>
<td>Killed mutants (%)</td>
</tr>
<tr>
<td></td>
<td>Traditional</td>
<td>Class</td>
</tr>
<tr>
<td>48</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>6280</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>14 925</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>95</td>
<td>100</td>
</tr>
<tr>
<td>91</td>
<td>97</td>
<td>100</td>
</tr>
<tr>
<td>48</td>
<td>79</td>
<td>100</td>
</tr>
<tr>
<td>252</td>
<td>96</td>
<td>100</td>
</tr>
<tr>
<td>216</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>150</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td>60</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td>80</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td>36</td>
<td>96</td>
<td>100</td>
</tr>
<tr>
<td>32</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td>Min</td>
<td>32</td>
<td>79</td>
</tr>
<tr>
<td>Max</td>
<td>14 925</td>
<td>100</td>
</tr>
<tr>
<td>Sum</td>
<td>22 418</td>
<td>1343</td>
</tr>
<tr>
<td>Mean</td>
<td>1601.29</td>
<td>95.93</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>4173.86</td>
<td>5.51</td>
</tr>
</tbody>
</table>

6.3. Discussion of results

All the data analysis presented in this section was carried out by means of the SPSS package. Table IV shows the results collected in both groups (number of test cases written by each subject and percentages of killed mutants, distinguishing traditional and class mutants). In the class mutants, there is not any difference between the tool and manual groups, which might suggest that these operators are less efficient than the traditional operators. Thus, this study will only be concerned with the traditional mutants. This table also shows the descriptive statistics of both groups. At first glance, data from the tool group are better than those from the manual group.

Since the data do not follow a normal distribution, a non-parametric test (Mann–Whitney) was carried out for corroborating the hypotheses. The results obtained allow one to reject the Null Hypothesis ($p$-value = 0.000), so concluding that the use of the tool does have an influence on the test efficiency.

6.4. Threats to validity

This section discusses several issues that could threaten the validity of the experiment and how they have been alleviated.
6.4.1. Threats to conclusion validity

The conclusion validity is the ‘degree to which conclusions can be drawn about the existence of a statistical relationship between treatments and outcomes’ [53]. In the experiment, due to participation on a voluntary basis and because of the small population, it was not possible to plan the selection of a population sample by using any of the common sampling techniques. Thus, it was decided to take the whole population of the available classes as target samples. A limited number of data values were collected during the execution of the experiment, due to the limited time duration and the number of subjects.

With regards to the quality of data collecting, ‘pencil and paper’ were used: hence, data collection could be considered critical. Time was the same for both groups (50 minutes).

Finally, the quantity and the quality of the data collected and the data analysis were enough to support the conclusion, as described in Section 6.3, concerning the existence of a statistical relationship between the independent and dependent variables.

6.4.2. Threats to construct validity

The construct validity is the ‘degree to which the independent and the dependent variables are accurately measured by the measurement instruments used in the experiment’ [53].

The dependent variable, the ‘efficiency of the testing process’, was measured as the percentage of mutants killed in the given time, and since this is an objective measure, it can be considered as possessing construct validity.

6.4.3. Threats to internal validity

The internal validity is the degree of confidence in a cause–effect relationship between factors of interest and the observed results.

The analysis performed here is based on correlations. Of course, such a statistical relationship does not demonstrate per se a causal relationship. It only provides empirical evidence of it. On the other hand, it is difficult to imagine what alternative explanations could exist for the results besides a relationship between the use of the tool and the coverage reached by tests.

Finally, the following issues have also been taken into account: differences among subjects, knowledge of the universe of discourse, precision in the time values, learning and fatigue effects, persistence effects, subjects’ motivation and plagiarism influence between students.

6.4.4. Threats to external validity

The external validity is the ‘degree to which the research results can be generalized to the population under study and other research settings’ [53]. The greater the external validity is, the more the results of an empirical study can be generalized to actual software engineering practice.

Two main threats to validity have been identified in this experiment that limit the ability to apply any generalization and are outlined below.
• Materials and tasks used. The experiment has used a ‘toy example’, but one which is commonly used as a benchmark in testing experiments. However, more empirical studies taking ‘real cases’ from software companies must be done in the future. However, the authors think that if the automatic testing tool has demonstrated its utility in the small example of the triangle classification situation, it will be even more useful in real, complex cases where automation is more necessary.

• Subjects. To solve the difficulty of obtaining professional subjects, students from software engineering courses were used, although more experiments with practitioners must be carried out in order to be able to generalize these results. However, in this case, the tasks to be performed do not require high levels of industrial experience, so experiments with students would seem to be appropriate [50].

7. CONCLUSIONS

This article has presented a testing process whose steps can be almost completely automated using existing tools (JUnit and MuJava for Java, NUnit for .NET) and two new tools to generate compatible test cases.

Both the tools and the process are based on techniques that individually have been in existence for a number of years, but that, to the best knowledge of the authors, have not been put to work together previously. The generation of test cases is based on writing regular expressions, whose alphabet proceeds from the set of public operations of the CUT. The regular expression, combined with the assignment of test values (which, for complex values, are processed using serialization), makes the automatic generation of a huge number of test cases possible, reaching a degree of automation much greater than with other existing tools.

The suitability of the tool for generating high-quality test cases was checked in a controlled experiment with two groups of students with the same academic level, some of whom used the Java tool, while others wrote test cases manually. The students that used the tool obtained much better results than the students who did not. However, more experiments with practitioners and more complex systems must be carried out in order to be able to validate this approach.
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