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ABSTRACT
Sentence compression is a valuable task in the framework of text summarization. In this paper we compress sentences from news articles taken from Dutch and Flemish newspapers using an integer linear programming approach. We rely on the Alpino parser available for Dutch and on the Latent Words Language Model. We demonstrate that the integer linear programming approach yields good results for compressing Dutch sentences, despite the large freedom in word order.

1. INTRODUCTION
Since the end of the 20th century, the compression of texts has been an active research topic in natural language processing (see for example the Document Understanding Conferences [17], and the more recent Text Analysis Conferences [21]). As this is a very difficult problem, it has often been reduced to the summarization of individual sentences, commonly referred to as sentence reduction [12] or sentence compression. This summarization task is the easiest in a word deletion setting, where we remove words from the original sentence, while maintaining a grammatical and coherent sentence that conveys the most important information [13]. For the Dutch language, the research in this area is limited. There has been some work on the summarization of documents in [1]. The compression of individual sentences has only been approached from a subtitle generation viewpoint [23] [24] [5] and a headline generation viewpoint [6]. In this paper, we investigate a generic method for sentence reduction, based on integer linear programming [4]. Required for this method are a language model, a parser, and an integer linear programming (ILP) solver.

The ILP approach operates by viewing sentence compression explicitly as an optimization problem. With a binary decision variable for each word in the original sentence, indicating whether or not it should be in the compressed sentence, the ILP solver finds an assignment for these variables that maximizes the probability of the sentence in the language model. In order to create well-formed summary sentences, the compression model might incorporate additional constraints that use grammatical rules of the language. As the most interesting information is most likely not very prominent in the language model, there is also need for a way of incorporating this information in the compressions. This is the function of the significance model.

In the next section we give an overview of relevant background work. Section 3 shortly introduces the tools we used for Dutch. Section 4 describes the main ideas of the integer linear programming approach. Our experimental setup can be found in section 5, and section 6 reports on the results. Finally, we give our conclusions and indications for future work in section 7.

2. BACKGROUND
Summarization or compression of text is a useful, but non-trivial application of natural language processing. Currently, there are several settings being researched that include the summarization of single documents [20], the summarization of multiple documents [25], and the summarization of single sentences. In this paper, we address the last setting.

Nearly all approaches of sentence compression rely on word deletion in such a way that the result is still a grammatical sentence, and conveys the most important information of the original sentence. A common application is headline generation based on the content of a larger text. By looking for headlines that are a subsequence of words in the first sentence of a news article, a sentence compression corpus can automatically be constructed. The offset for this approach was given in [13]. These authors used a parallel corpus of compressed and original sentences based on the Ziff-Davis corpus of news articles in the computer technology domain. The authors evaluated two compression methods. A noisy channel model considers an original sentence as the compressed sentence to which noise has been added. It assigns the most likely compression to the full sentence using Bayes rule, where the probability of a noisy component given a summary sentence is learned from the training data. The decision based model learns the discriminative reductions of the parse tree with a decision-tree learner based on the training data. The noisy-channel model is, however, not directly applicable for Dutch, due to lack of a Probabilistic Context Free Grammar. The decision based model has the disadvantage that the desired amount of compression cannot be given as a parameter.
In [6], headline generation was studied for the Dutch language. The method takes inspiration from the linguistically motivated Hegde trimmer algorithm [10], which employs rules to reduce the parse tree of a sentence, but learns the rules automatically using Transformation Based Learning, an error-driven approach for learning an ordered set of rules. The corpus that was used originates from Dutch news articles with matched headlines, taken from the Twente News Corpus.

Another setting in the compression of single sentences is the generation of subtitles for broadcasts. This is the case that has been mostly studied for Dutch [23] [24] [5]. These methods are based on shallow parsing and most of them require a parallel corpus for training. However, recent work [15] has shown that a word deletion approach is not very suited for subtitle generation.

There are also a few unsupervised approaches for sentence compression. [11] summarize the transcription of a spoken sentence, given a fixed compression rate. They use dynamic programming to find an optimal scoring solution, that takes a language model and the confidence of the speech recognizer into account. [22] define a semi-supervised and unsupervised version of the noisy channel model of [13]. [4] use an integer linear programming approach, which is applicable for any language, given the availability of a parser. This is the method that we will discuss, use, and modify in the remainder of this paper.

3. LANGUAGE TOOLS
In this section we describe the tools we used for constructing our Dutch sentence compression system.

3.1 Parsing
For parsing the Dutch sentences, we use the Alpino parser [2]. The Alpino system is a linguistically motivated, wide-coverage grammar and parser for Dutch in the tradition of Head-Driven Phrase Structure Grammars. It consists of about 800 grammar rules and a large lexicon of over 300,000 lexemes and various rules to recognize special constructs such as named entities, temporal expressions, etc. The aim of Alpino is to provide computational analysis of Dutch with coverage and accuracy comparable to state-of-the-art parsers for English. It is freely available for download.1

3.2 Latent Words Language Model
The Latent Words Language Model (LWLM) models the contextual meaning of words in natural language as latent variables in a Bayesian network [8]. In a training phase the model learns for every word a probabilistic set of synonyms and related words (i.e. the latent words) from a large, unlabeled training corpus. During the inference phase the model is applied to a previously unseen text and estimates for every word the synonyms for this word that are relevant in this particular context. The latent words help to solve the sparsity problem encountered with traditional n-gram models, leading to a higher quality language model, in terms of perplexity reduction on previously unseen texts [9]. In this article the model is trained on a 25m token corpus, consisting of Dutch newspaper articles.

4. INTEGER LINEAR PROGRAMMING APPROACH TO SENTENCE COMPRESSION
In this section we will lay out the sentence compression method based on integer linear programming, following the line of work in [4]. We will start by shortly explaining what integer programming is, and how the basic method works by maximizing a language model probability. There are also extra constraints needed to make sure that a meaningful and grammatical sentence is obtained. In section 4.4 we discuss the significance model, that ensures that the generated compressions also contain topics of interest.

4.1 Integer Linear Programming
Integer linear programming is a restricted case of linear programming, where the values of the variables are limited to be only integers, instead of any real number. Linear programming tries to maximize (or minimize) an objective function, by searching for optimal values for the variables that constitute the objective function. This objective function is a linear combination of these variables, hence the name. The finding of an optimal combination of values is usually constrained. These constraints ensure that the variables cannot be infinitely large, and that the value of one variable can influence the other variables.

Integer programming has been used often in Natural Language Processing, for many different tasks. In many situations, NLP constitutes searching in very large hypothesis spaces, like packed forests of parse trees [16]. Other applications include a.o. coreference resolution [7] and semantic role labeling [19]. Integer linear programming, a technique that has often been used in optimisation theory for many decades, is very well suited for these kind of problems, as it enables us to efficiently search for the optimal solution, and at the same time incorporate constraints on a global scale.

4.2 Integer Programming For Sentence Compression
Given a sentence \( W = w_1 \ldots w_n \), our goal is to obtain a sentence \( W^* \), with a reduced number of words. For a sentence \( W = w_1 \ldots w_n \), we need first decision variables to indicate whether or not \( w_i \) should be in the compressed sentence. We note these variables with \( y_i \), with a value of 1 if word \( w_i \) is in the compressed sentence, and 0 if it is not. For clarity, suppose we want the ILP solver to find a sentence that maximizes a unigram model, than the objective function would look like this:

\[
\max z = \sum_{i=1}^{n} y_i P(w_i),
\]

with \( P(w_i) \) being the unigram probabilities. This overly simple model is not adequate; a trigram model would have much better performance. This comes down to adding three additional types of variables. In short, we need \( n \) extra variables to indicate whether or not a word starts the sentence (\( p_i \)), and \( \frac{n(n-1)}{2} \) decision variables that indicate whether two words end the sentence (\( q_{ij} \)). Finally, there are \( \frac{n(n-1)(n-2)}{6} \) variables needed to indicate whether a specific trigram \( w_i w_j w_k \)

1http://www.let.rug.nl/vannoord/alp/Alpino/
is in the sentence \((x_{ijk})\). These three types of variables are needed for constraints on the language model. For example, only one word can start the sentence, which translates to a constraint in the ILP model. Without these constraints, the ILP would set all variables to 1, and say that all words start the sentence. The complete list of constraints can be found in [4], but will not be repeated due to spatial constraints, and the fact that they are not required to understand to operations behind the method. The objective function of the integer linear programming problem is given in the following equation:

\[
max \quad z = \sum_{i=1}^{n} p_i P(w_i|\text{start}) \\
+ \sum_{i=1}^{n-2} \sum_{j=i+1}^{n-1} \sum_{k=j+1}^{n} x_{ijk} P(w_k|w_i,w_j) \\
+ \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} q_{ij} P(\text{end}|w_i,w_j)
\]  

(1)

### 4.3 Linguistic Constraints

The ILP model given above is language independent. However, the fact that a sentence has a high probability in a language model, does not make it a grammatical and fluent sentence. That is why there is the need to incorporate language specific grammatical information in the method.

The constraints described below are motivated from a linguistic and intuitive point of view and are often dependent on the language used. These constraints are based on a parse tree and the grammatical relations of a sentence, and can be used in combination with any parser. In [4], the Robust Accurate Statistical Parsing toolkit was used [3]. As described in section 3.1, for Dutch we are limited to the use of Alpino.

**Modifier Constraints.** It is often the case that determiners can be left out of the compression (especially in the case of headline generation). This still yields a grammatical sentence. The other way around, i.e. keeping the determiner but removing its head word, is not acceptable. This leads to the following constraint:

\[
y_i - y_j \geq 0 \quad \forall i,j : w_j \in w_i \text{'s determiners}
\]

(2)

If a determiner \(w_j\) is in the compression, which corresponds to \(y_j\) having the value 1, the constraints force \(y_i\) to take the value 1 as well, causing the head word \(w_i\) to be in the compression.

Some determiners cannot be left out, especially when they change the meaning of their head word, and thus probably the meaning of the entire sentence. The most trivial one is the word ‘not’. We also included the word ‘none’. An important modifier for Dutch is the word er, which translates roughly as ‘there’\(^3\). This constraint can be removed, but it\(^2\) from here on we assume all probabilities are log-transformed.\(^4\)

Note that the difference between constraints 2 and 3 is in the sign of the equation: constraint 2 uses a \(\geq\) sign to indicate that \(w_i\) can be in the compression by itself, but \(w_j\) cannot. Constraint 3 uses an \(=\) sign, which means that either both \(w_i\) and \(w_j\) have to be in the compression or either none of them can be in the compression.

**Argument Structure Constraints.** The next constraints are needed for the overall sentence structure. Constraint 4 makes sure that if there is a verb in the compressed sentence, then so must be its arguments. The reverse also has to be true: if there is a subject from the original sentence taken for the compressed sentence, then so must be the corresponding verb.

\[
y_i - y_j = 0 \quad \forall i,j : w_j \in \text{subject/object of verb } w_i
\]

(4)

Constraint 5 requires that, if there is a verb in the original sentence, there should also be at least one in the compressed sentence.

One of the peculiarities of Dutch\(^4\) are separable verbs that fall apart into their original parts, when you conjugate them. For example, *toepassen* (to apply), becomes in the first person singular *ik pas toe* (I apply). If a compressed sentence contains the stem of the separable verb, it should also include the separated part, and vice versa. The parser detects these separable verbs, so we can define the following constraint:

\[
y_i - y_j = 0 \quad \forall i,j : w_j = \text{separated part of separable verb } w_i
\]

(6)

Furthermore we also require the predicative adjectives to be included together with their head, and the same for reflexive objects such as ‘themselves’.

There are two other constraints needed for prepositional phrases and subordinate clauses in order to ensure that the introducing term is included, if any word from the phrase or clause are included (defined in equation 7). Subordinate clauses are those that begin with a wh-word, or with subordinating conjunctions such as ‘after’ or ‘because’. The

\[y_i - y_j = 0 \quad \forall i,j : w_i \in \text{verb phrase} \quad \sum_{i:w_i \in \text{verba}} y_i \geq 1\]

(5)

(7)
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reverse should also hold (see equation 8).

\[ y_i - y_j \geq 0 \quad (7) \]
\[ \forall i, j : w_{ij} \in \text{PP/SUB} \land \]
\[ \sum_{i:w_{ij} \in \text{PP/SUB}} y_i - y_j \geq 0 \quad (8) \]
\[ \forall j : w_j \text{ starts PP/SUB} \]

General Constraints. Alpino is able to detect multi word units (MWUs). These can be names of persons, such as Minister Van Der Donck, but also parts of expressions, such as op wacht staan (to stand guard). For simplicity we define a constraint that either all words of the MWU should be included, or none of them.

Related to the compression length, it is possible to define an upper and lower bound on the generated compression. Enforcing a length of at least \( l \) tokens is done with the following constraint:

\[ \sum_{i=1}^{n} y_i \geq l \quad (9) \]

Defining an upper bound can easily be done by replacing the \( \geq \) sign with \( \leq \).

4.4 Significance Model

A probable side effect of relying on a language model to generate compressions, is that the model will prefer known words. This has as a consequence that the most important words in the sentence, for example names of persons, will not be likely to appear in the compression. The solution for this problem lies in a significance model. This model assigns a weight to every topic word in the sentence, with a topic word being a noun or a verb. The weights are based on several statistics, and calculated with the following equation:

\[ I(w_i) = \frac{1}{N} f_i \log \frac{F_w}{F_i} \quad (10) \]

where \( f_i \) and \( F_i \) are the frequencies of word \( w_i \) in the document and a large corpus respectively, \( F_w \) the sum of all topic words in the corpus. \( l \) is based on the level of embedding of \( w_i \): it is the number of clause constituents above \( w_i \), with \( N \) being the deepest level in the sentence\(^6\). To incorporate these weights in the objective function given by equation 1, the sum of equation 10 over the topic words can be simply added, resulting in the following equation:

\[ \max z = \lambda \sum_{i=1}^{n} y_i I(w_i) + \sum_{i=1}^{n} p_i P(w_i|\text{start}) \]
\[ + \sum_{i=1}^{n-2} \sum_{j=i+1}^{n-1} \sum_{k=j+1}^{n} x_{ijk} P(w_k|w_i,w_j) \]
\[ + \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} q_{ij} P(\text{end}|w_i,w_j) \quad (11) \]

\(^5\)Deeply embedded clauses tend to carry more semantic content. For example in the sentence ‘U.S. officials said there has been a bombing’, the embedded fragment ‘there has been a bombing’ contains the most important information.

The parameter \( \lambda \) weighs the importance of the language model versus the significance model, and can be estimated on a small set of training data.

5. EVALUATION

5.1 Data

The data consists of news articles written in Dutch, coming from major Belgian and Dutch newspapers and crawled from the Web pages of the news providers. We selected the websites and articles at random, to have a diverse set of texts. The articles date back to the beginning of 2008. We used a set of articles from 31/1/2008 and 1/2/2008 for development and training, and articles from 6/2/2008 and 8/2/2008 for the evaluation.\(^6\) We manually segmented the articles into sentences, to ensure a clean dataset. The training and development data consisted of 40 articles, the evaluation data of 30.

Since the evaluation is done manually, as will be described in section 5.3, the amount of sentences that we can evaluate is limited. Here we took the first sentence of each article in the evaluation set, and limited these further to sentences that contain at least 15 tokens. This resulted in a set of 21 sentences, with an average length of 20.8 tokens, ranging over a diverse set of topics.

We used a different data set to train the Latent Words Language model. We took a 25 million token subset of the Twente News Corpus [18], from four different newspapers in the year 2005. The dictionary size was limited to 65,000 words. We also used this data to estimate the corpus frequency of the topic words, as described in equation 10. If a topic word was not present in the corpus, we estimated its weight as the average of the other topic words in the sentence.

5.2 Systems

For the evaluation we tested the system in four different settings, all based on the integer linear programming approach. The first system relies solely on the language model, and does not use any grammatical information. The second system does use the grammatical constraints. The third and fourth system both add the significance model, but with different values for the parameter \( \lambda \). As described in section 4.4, this parameter weighs the importance of the significance model against the language model. During initial testing it became clear that it is very difficult to estimate this parameter. Values that work for some sentences yield lesser results on other sentences. It also has a significant influence on the length of the compression, where higher values for \( \lambda \) tend to generate longer sentences. Higher values cause the system to only include the topic words, while still being limited by the constraints, which results in using all the topic words without everything that is dictated by the constraints. For these reasons, we did the evaluation with two different values for \( \lambda \): 0.75 and 1.5, that both had good empirical results on the development data.

\(^6\)This difference in time was needed to ensure that no articles in the evaluation data overlapped with those in the development data.
Finally, we constrained the systems to generate compressions of at least 40% of the original length, by using the constraint in equation 9.

5.3 Evaluation
As is good practice in the testing of summarization systems, we opted for manual evaluation. We did two different experiments. In the first experiment, we presented the participants with a list of generated compressions, each from a different original sentence. We asked the participants to give a score for the grammaticality of each sentence, on a five point scale. In the second experiment the participants were given the original sentences together with the corresponding compressions, and they were asked to rate the compressions based on the retention of the most important information, again on a five point scale. The sets of sentences were generated at random: each set contained compressions from the different systems. Together with the four systems defined above, we added a manually constructed set of compressions made by one of the authors. The participants were told that all the sentences were machine generated. This allows us to compare the machine generated compressions with one made by a human, and define an upper bound on the performance that is achievable in a word-deletion setting. In total we had 15 participants, each grading 21 sentences based on grammaticality, and another 21 sentences on content.

Using the manually constructed set of compressions, we also calculated the ROUGE scores [14], as often applied in the DUC competitions. We used the ROUGE-2, ROUGE-L, and ROUGE-SU4 metrics, that assign scores based on bigram co-occurrences, the longest common subsequence, and skip bigrams in combination with unigrams respectively.

6. RESULTS
6.1 Human Evaluation
6.1.1 Grammaticality
The results on the manual evaluation can be found in table 1. From the column that reports on the grammaticality of compressions, it is clear that the grammatical constraints are necessary. The system that uses only the language model to generate compressions, did not came up with many meaningful sentences. This is very likely due to the limited size of the language model used. The systems that do use the grammatical constraints usually come up with a grammatical compression. The median of grammaticality scores is 4, for each of the three systems that used the grammatical constraints. Annotors often punished the compressions due to not incorporating the determiners, which generates more headline-like compressions. The leaving out of commas was also a cause for lower ratings. In one case none of the systems was able to include the main verb and subject, which did not happen when using a longer minimum compression length. The biggest problem is the needed inversion of a verb and a subject when a prepositional phrase is removed from the beginning of the sentence. Switching the verb and the subject in a sentence would require substantial modifications to the ILP method. The grammatical information from the parse tree would not just lead to the adding of more constraints, but to the addition of more decision variables and a modification of the objective function, which we leave for further research.

6.1.2 Significance Model
Looking further we can see that the significance model has an impact on the information retention, although this is rather limited. Despite the fact that the last system ($\lambda = 1.5$) generates on average sentences that are 14% longer, this has little influence on the scores given by the participants of the experiment. The reason for this is that the most important information usually takes the role of object or object, and is thus already required to be in the compression. The difference in score between the best system and the human made compressions is larger than for the grammaticality, but it should be noted that the human made compressions are on average almost 10% longer.

6.2 Automatic Evaluation
From the results in table 2 we can conclude that the automatic evaluation measures all follow the human judgment. The version of the system with the significance model ($\lambda = 1.5$) scores the best, which indicates that this model generates compressed sentences that are the closest to the hand-crafted summaries.

6.3 Discussion
In general, the method performs rather well. When compared to the human made summaries, the best model only scores $\pm 1$ point lower, both on grammaticality and content. We also tested whether the human made summaries were possible to create by the ILP method, using the grammatical constraints imposed. In 12 out of the 21 cases, this was not possible. Often the cause was a small error in the parsing process, especially in the case of PP-attachments.

Another related problem can be found in the compression of names. Often these are accompanied by a description of their function, for example ‘The French president Sarkozy’. Without loss of information, this can easily be reduced to ‘Sarkozy’. But when talking about the Serbian president Boris Tadić, the participants of the experiments preferred the descriptive compression ‘the Serbian president’ over the actual name ‘Boris Tadić’. This problem is not only present in Dutch, but in summarization in general.

In these experiments we defined specific values for $\lambda$ and a specific lower bound on the sentence length, in order to obtain just one compression from every system. However, the systems can easily generate an entire set of compressions by varying the parameters, more often than not generating better compressions than given here. As the solving of the ILP problem is several orders of magnitude faster than parsing the sentence with the Alpino parser, it is our opinion that the determination of the best compression, given a set of possible compressions, can better be handled in a later stage.

7. CONCLUSION
In this paper we have presented a sentence compression method for Dutch, a free word order language. We used an integer linear programming approach that finds a compression by maximizing the language model probability, while constrained to be grammatical. For this we used Alpino, a

\footnote{We define the average compressed rate as the average percentage of words retained in the compression.}
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