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Abstract

The cutwidth of a graph G is the smallest integer k such that the vertices of G can be arranged in a linear layout [v1, . . . , vn] in such a way that, for every i = 1, . . . , n − 1, there are at most k edges with one endpoint in {v1, . . . , vi} and the other in {vi+1, . . . , vn}. In this paper we provide, for any constant k, a linear time algorithm that for any input graph G, answers whether G has cutwidth at most k and, in the case of a positive answer, outputs the corresponding linear layout.
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1. Introduction

Linear layouts (or vertex orderings) of graphs provide the framework for the definition of several graph theoretic parameters with a wide range of applications [11]. The cutwidth of a layout is the maximum number of edges connecting vertices on opposite sides of any of the “gaps” between successive vertices in the linear layout. The cutwidth of a graph is the minimum cutwidth over all possible layouts of its vertex set. Deciding whether, for a given \( G \) and an integer \( k \), \( \text{cutwidth}(G) \leq k \), is an NP-complete problem known in the literature as the \textsc{Minimum Cut Linear Arrangement} problem [14]. Cutwidth has been extensively examined [8,10,12,13,15,17,22] and it is closely related with other graph theoretic parameters like pathwidth, bandwidth, or modified bandwidth [4,8–10,15,16].

The results of this paper concern the fixed parameter tractability of cutwidth which is closely related to immersion properties. Recall that a graph \( H \) is said to be immersed to \( G \) if a graph isomorphic to \( H \) can be obtained from a subgraph of \( G \) by a series of lift operations. A lift operation replaces two adjacent edges \( \{a,b\}, \{b,c\} \) by the edge \( \{a,c\} \). The main motivation of our research were the results of Robertson and Seymour in their \textit{Graph minors} series where, among others, they prove that any set of graphs contains a finite number of immersion minimal elements (see [18]). As a consequence, we have that for any class \( C \) of graphs the set of graphs not in \( C \) contains a finite set (we call it immersion obstruction set of \( C \)) of immersion minimal elements. Therefore, we have the following finite characterization for \( C \): a graph \( G \) is in \( C \) iff none of the graphs in the immersion obstruction set of \( C \) is immersed to \( G \). Combining this observation with the fact that, for any fixed \( H \), there exists a polynomial time algorithm deciding, given \( G \) as input, whether a \( H \) is immersed to \( G \) (see [12,19]), we imply the existence of a polynomial time recognition algorithm for any immersion-closed graph class.

Unfortunately, the result of Robertson and Seymour is \textit{non-constructive} in the sense that it does not provide any method of constructing the corresponding obstruction set. Therefore, it only guarantees the existence of a polynomial time algorithm and does not provide one. However, it gives a strong motivation towards identifying the corresponding algorithms for a wide range of graph classes and parameters. So far, it appears that the most popular class (see [12,13]) that is immersion-closed, is the class of graphs with cutwidth bounded by a fixed constant. A direct consequence is that, for any fixed \( k \), there exists a polynomial time algorithm checking whether a graph has cutwidth at most \( k \).

The first algorithm checking whether cutwidth is at most \( k \) was given by Makedon and Sudborough in [10] where a \( O(n^{k-1}) \) dynamic programming algorithm is described. This time complexity has been considerably improved by Fellows and Langston in [13] where they provide, for any fixed \( k \), an algorithm that checks whether a graph has cutwidth at most \( k \) in \( O(n^5) \). Furthermore, using a technique introduced in [12] (see also [2]) the bound can be further reduced to \( O(n^3) \), while in [1] a general method is given to construct a linear time algorithm that decides whether a given graph has cutwidth at most \( k \), for \( k \) constant. However the methodology in [1] gives only a decision algorithm: it does not give any method to construct the corresponding layout. In this paper, we give an explicit description, for any \( k \geq 1 \), of a linear time algorithm that checks whether an input graph \( G \) has cutwidth at most \( k \) and, if this is the case, it further outputs a linear layout of \( G \) of minimum cutwidth.
At this point, we want to give an informal description of our algorithm. It starts computing a “nice” path decomposition of bounded width of the input graph $G$ (for a formal definition see Section 2.1). The path decomposition allows the definition of an appropriate sequence of subgraphs and the algorithm proceeds from left to right of the path decomposition. First, consider the following exponential algorithm, that builds the set of all layouts of cutwidth at most $k$. The algorithm goes through the path decomposition from left to right, at each point having in a data structure the set of all layouts of cutwidth at most $k$ of the subgraph induced by the vertices encountered so far. When a new vertex is encountered, we try to insert it at all different spots in all the layouts in the data structure; from the layouts we thus obtain, we keep those whose cutwidth is at most $k$. Clearly, this algorithm can use exponential time, but solves the problem: $G$ has cutwidth at most $k$, if and only if the data structure contains at least one layout when the whole path decomposition is scanned (for a more detailed analysis of this procedure, see [4]).

In order to decrease the running time of the algorithm, we modify it as follows. Instead of storing entire layouts, we only store that information of the layout that is necessary to determine whether inserting a vertex at some spot increases the cutwidth to more than $k$, and to compute the same type of information for the new sequence again. Layouts which have the same such structural information can be deemed to be equivalent, and need only one object to have stored in the data structure. The key notion for this structural information is the characteristic, used here in a similar fashion as in linear time algorithms for related parameters, like pathwidth and treewidth in [5], linear-width in [7], and branchwidth in [6]. In a few words, a characteristic serves to filter the main data structure of a parameter to its essential part, a part that can be constructed from node to node of a path decomposition. Characteristics consist of the sequence in which the vertices in the current node of the path decomposition appear in the layout, plus sequences of integers representing numbers of edges crossing certain gaps in the layout. As we will see, the size of the information encoded by a characteristic depends on the width of the path decomposition and, therefore, it is constant for graphs with bounded pathwidth.

A consequence of our result is an algorithm that, for any $k$, is able to determine the immersion obstruction set for the class of the graphs with cutwidth at most $k$. We mention that optimal constructive results exist so far only for minor closed parameters such as treewidth and pathwidth [3,5], agile search parameters [7], linear-width [7], and branch-width [6]. Besides the fact that our techniques are motivated by those used in the aforementioned minor-closed parameters, in our knowledge, our results are the first concerning immersion-closed parameters and we believe that our approach is applicable to other parameters as well (e.g., Modified Cutwidth, 2-D Grid Load Factor, or Binary Grid Load Factor—see [12]).

The paper is organized as follows. Section 2 contains the definitions of cutwidth and pathwidth and several definitions and results on sequences of sequences, finishing with the definition of characteristics. That way, we provide the theoretical framework for the analysis of the algorithm. Section 3 describes the algorithm for deciding whether the cutwidth of a graph is at most $k$ and Section 4 presents the modification needed to compute also a layout with small cutwidth when there is one. We conclude with some final remarks on Section 5.
2. Definitions and preliminary results

We proceed with a number of definitions and notations, dealing with finite sequences (i.e., ordered sets) of a given finite set O. For our purposes, O can be a set of numbers, sequences of numbers, vertices, or vertex sets. Let ω be a sequence of elements from O with length r. We use the notation [ω_1, ..., ω_r] to represent ω and we define ω[i, j] as the subsequence [ω_i, ..., ω_j] of ω (in case j < i, the result is the empty subsequence []). We also denote as ω(i) the element of ω indexed by i and by ω[i] the sequence [ω(i)].

Given a set S containing elements of O, we denote as ω(S) the subsequence of ω that contains only the elements of ω that are in S, respecting their relative positions in ω. Given two sequences ω^1, ω^2, defined on O, where ω^i = [ω^i_1, ..., ω^i_r], i = 1, 2, we define the concatenation of ω^1 and ω^2 as

ω^1 · ω^2 = [ω^1_1, ..., ω^1_r, ω^2_1, ..., ω^2_r].

Unless mentioned otherwise, we consider that the first element of a sequence ω is indexed by 1, i.e., ω = ω[1, |ω|].

All the graphs of this paper are finite, undirected, and without loops or multiple edges (our results can be straightforwardly generalized to the case where the last restriction is altered). We denote the vertex (edge) set of a graph G by V(G) (E(G)) and set n = |V(G)|. As our graphs will not have multiple edges, we represent an edge e ∈ E(G) by a two vertex subset.

Let G be a graph and S ⊆ V(G). We call the graph (S, E(G) ∩ {x, y} | x, y ∈ S) the subgraph of G induced by S and we denote it by G[S]. For any e ∈ E(G), we set G − e = (V(G), E(G) − {e}) and for any N ⊆ V(G) and u ∉ V(G), the graph G + uN is obtained by adding to G the new vertex u and the edges {{u, v} | v ∈ N}. We denote by E_G(S) the set of edges of G that have an endpoint in S; we also set E_G(v) = E_G({v}) for any vertex v. If E ⊆ E(G) then we denote as V(E) the set of all the endpoints of the edges in E, i.e., we set V(E) = ∪e∈E e. The neighborhood of a vertex v in graph G is the set of vertices in G that are adjacent to v in G and we denote it as N_G(v), i.e., N_G(v) = V(E_G(v)) − {v}. If l is a sequence of vertices, we denote the set of its vertices as V(l). If x ∈ V(l) then we set l − x = l[V(l) − {x}]. If l is a sequence of all the vertices of G without repetitions, then we will call it vertex ordering or layout of G. If l is a vertex ordering of G, the rank of a vertex u ∈ V(l) is its position in the ordering, and we denote it by rank_l(u).

2.1. Pathwidth

A path decomposition of a graph G is defined as a sequence X = [X_1, ..., X_r] of sub-sets of V(G) satisfying the following properties.

1. ∪_{1≤i≤r} X_i ⊆ V(G).
2. ∀_{[v, u]∈E(G)} ∃_{1≤i≤r} [v, u] ⊆ X_i.
3. ∀_{v∈V(G)} ∃_{1≤i≤r} v ∈ X_h if i ≤ h ≤ j.
We call the sets $X_1, \ldots, X_r$, the nodes of the path decomposition $X$. The width of $X$ is equal to $\max_{1 \leq i \leq r} |X_i| - 1$ and the pathwidth of a graph $G$ is the minimum width over all path decompositions of $G$. We say that a path decomposition $X = [X_1, \ldots, X_r]$ is nice if $|X_1| = 1$ and $\forall 1 \leq i \leq |X_1| \quad (X_i - X_{i-1}) \cup (X_{i-1} - X_i) = 1$. The following lemma follows directly from the definitions.

**Lemma 1.** For some constant $k$, given a path decomposition of a graph $G$ that has width at most $k$ and $O(|V(G)|)$ nodes, one can find a nice path decomposition of $G$ that has width at most $k$ and has at most $2|V(G)|$ nodes in $O(|V(G)|)$ time.

We distinguish the three types of nodes in a nice path decomposition $X = [X_1, \ldots, X_r]$. We say that $X_i$ is an introduce node if $|X_i - X_{i-1}| = 1$, while $X_i$ is a forget node if $|X_{i-1} - X_i| = 1$. It is easy to observe that any node $X_i$, $i \geq 2$, of a nice path decomposition is either an introduce or a forget node. We call the first node $X_1$ of $X$, start node (recall that $|X_1| = 1$). Notice that if the last node $X_r$ is a forget node, the node can be removed and we still have a path decomposition. Hence we may assume that $X_r$ is an introduce node.

Finally, for each node in the path decomposition we associate a graph $G_i$, $1 \leq i \leq r$, as follows. We define $V_i = \bigcup_{j \in [i]} X_j$ and $G_i = G[V_i]$. Notice that if $X_i$, $i > 1$, is an introduce node then $V(G_{i-1}) \neq V(G_i)$, and we will call the unique vertex in $X_i - X_{i-1}$ the introduced vertex of $G_i$. Notice that if $X_i$, $i > 1$, is a forget node then $V(G_{i-1}) = V(G_i)$, and we will call the unique vertex in $X_{i-1} - X_i$ the forgotten vertex of $G_i$.

### 2.2. Cutwidth

The cutwidth of a graph $G$ with $n$ vertices is defined as follows. Let $l = [v_1, \ldots, v_n]$ be a layout of $V(G)$. For $i = 1, \ldots, n - 1$, we define the cut at position $i$, denoted by $\theta_l,i(G)(i)$, as the set of crossover edges of $G$ that have one endpoint in $l[1,i]$ and one in $l[i+1,n]$, i.e., $\theta_l,i(G)(i) = E_G(l[1,i]) \cap E_G(l[i+1,n])$. The cutwidth of a layout $l$ of $V(G)$ is $\max_{1 \leq i \leq n-1} |\theta_l,i(G)(i)|$. The cutwidth of a graph is the minimum cutwidth over all the vertex orderings of $V(G)$. It is easy to see the following (see also [10]).

**Lemma 2.** For any graph $G$, cutwidth($G$) $\geq$ pathwidth($G$).

If $l = [v_1, \ldots, v_n]$ is a vertex ordering of a graph $G$, we set $Q_{G,l} = [0], [\theta_l,1(G)(1)], \ldots, [\theta_l,n(G)(n-1)], [0]$. The above sequence keeps information on the sequence of cuts at different positions of a layout. We also assume that the indices of the elements of $Q_{G,l}$ start from 0 and finish on $n$, i.e., $Q_{G,l} = Q_{G,l}[0,n]$. Moreover, in what follows, we will assume that the indices of any sequence of sequences will start from 0. Clearly, $Q_{G,l}$ is a sequence of sequences of numbers each containing only one element. We insist on the, somewhat overloaded, definition of $Q_{G,l}$ in order to make its notation compatible with the definition of characteristics in Section 2.4 (for an example of $Q_{G,l}$, see Fig. 1).
2.3. Sequences of integers

We denote as \( \mathcal{S} \) the set of all finite sequences of non-negative integers. For any sequence \( A = [a_1, \ldots, a_{|A|}] \in \mathcal{S} \) and any integer \( t \geq 0 \) we set \( A + t = [a_1 + t, \ldots, a_{|A|} + t] \), and \( \max A = \max_{1 \leq i \leq |A|} a_i \). Also, if \( A = [a_1, \ldots, a_r] \) and \( B = [b_1, \ldots, b_s] \) are two equal-size sequences of non-negative integers, we define \( A + B = [a_1 + b_1, \ldots, a_r + b_s] \). If \( A, B \in \mathcal{S} \) and \( A = [a_1, \ldots, a_{|A|}] \), we say that \( B \sqsubseteq A \) if \( B \) is a subsequence of \( A \) obtained after applying a number of times (possibly none) the following operations.

(i) If for some \( i, 1 \leq i \leq |A| - 1 \), \( a_i = a_{i+1} \), then set \( A \leftarrow A[1 : i] \cdot A[i+1, |A|] \).

(ii) If the sequence contains two elements \( a_i \) and \( a_j \) such that \( j - i \geq 2 \) and \( \forall k, i < k < j \) \( a_k \leq a_i \) or \( \forall k, i < k < j \) \( a_k \geq a_j \), then set \( A \leftarrow A[1 : i] \cdot A[j, |A|] \).

We define the compression \( \tau(A) \) of a sequence \( A \in \mathcal{S} \), as the unique minimum length element of \( \{B \mid B \sqsubseteq A\} \). For example,

\[ \tau([5, 5, 6, 7, 7, 7, 7, 4, 4, 3, 5, 4, 6, 8, 2, 9, 3, 4, 6, 7, 2, 7, 5, 4, 6, 4]) = [5, 7, 3, 8, 2, 9, 2, 7, 4]. \]

We call a sequence \( A \) typical if \( A \in \mathcal{S} \) and \( \tau(A) = A \).

The following lemma is a direct consequences of the definitions.

**Lemma 3.** For \( i = 1, 2 \), let \( A_i, B_i \) such that \( A_i \sqsubseteq B_i \). Then,

1. \( A_1 \cdot A_2 \sqsubseteq B_1 \cdot B_2 \), and
2. if \( |A_1| = |A_2| \) and \( |B_1| = |B_2| \) then \( \tau(A_1 + A_2) = \tau(B_1 + B_2) \).

The following results have been proved in [5] (Lemmata 3.3 and 3.5 respectively).

**Lemma 4.** If \( A \in \mathcal{S} \) and \( \max A \leq k \), then \( \tau(A) \) contains at most \( 2k - 1 \) elements.

**Lemma 5.** The number of different typical sequences consisting of integers in \( \{0, 1, \ldots, n\} \) is at most \( \frac{2^{2n}}{n} \). \( \frac{2^{2n}}{n} \)

Notice that \( B = \tau(A) \) is a subsequence \( [a_1, \ldots, a_{|A|}] \) of \( A = [a_1, \ldots, a_{|A|}] \) such that for any \( j, 1 \leq j \leq |B| - 1 \) either \( a_j \leq \min\{a_{j+1}, \ldots, a_{j+1-1}\} \) and \( \max\{a_{j+1}, \ldots, a_{j+1-1}\} \leq a_{j+1} \) or \( a_j \geq \max\{a_{j+1}, \ldots, a_{j+1-1}\} \) and \( \min\{a_{j+1}, \ldots, a_{j+1-1}\} \geq a_{j+1} \). In general we...
may have more than one such subsequence. We fix one of them and define the function $\beta_A : \{1, \ldots, |A|\} \to \{1, \ldots, |A|\}$ where $\beta_A(i) = i_j$ is one of the possible original positions in $A$ of the $j$th element in $\tau(A)$. Consider the sequence of the previous example

$$A = [5, 5, 6, 7, 7, 7, 4, 4, 3, 5, 4, 6, 8, 2, 9, 3, 4, 6, 7, 2, 7, 5, 4, 6, 4],$$

then we have

$$\beta_A(1) = 1, \quad \beta_A(2) = 6 \text{ (or 4 or 5 or 7)}, \quad \beta_A(3) = 10,$$
$$\beta_A(4) = 14, \quad \beta_A(5) = 15, \quad \beta_A(6) = 16,$$
$$\beta_A(7) = 21, \quad \beta_A(8) = 22, \quad \beta_A(9) = 27.$$

The following lemma is a direct consequence of the definition of $\beta$.

**Lemma 6.** Let $A$ be any sequence in $\mathcal{S}$. Then, for any $i$, $1 \leq i < |\tau(A)|$, we have $\tau(A[\beta_A(i), \beta_A(i + 1)]) = [A[\beta_A(i)], A[\beta_A(i + 1)]]$.

Analogously, we define the function $\beta_A^{-1} : \{1, \ldots, |A|\} \to \{1, \ldots, |A|\}$ such that $\beta_A^{-1}(j)$ is the unique $i$ such that $\beta_A(i) = j$.

For any $A \in \mathcal{S}$, we define $\alpha(A)$ in the same way as $\tau(A)$ with the difference that only operation (i) is considered, i.e., we remove repetitions of a number on successive positions in the sequence. If now $A$ is a typical sequence, we define the set of extensions of $A$ as

$$\mathcal{E}(A) = \{\tilde{A} \in \mathcal{S} | \alpha(\tilde{A}) = A\}.$$

We call a sequence $A$ dense if $A \in \mathcal{E}(\tau(A))$. If $A$ is dense then all the sequences in $\mathcal{E}(A)$ are dense. Finally, notice also that if $A$ is dense and $B \subseteq A$ then $B \in \mathcal{E}(\tau(A))$. For example, the sequences $[5, 7, 7, 7, 4, 8, 8, 8, 8]$ and $[1, 7, 2, 6, 4, 4, 4, 4, 4]$ are dense.

Notice that for any typical sequence $A$, if $B \in \mathcal{E}(A)$, $B(i) \neq B(i + 1)$, and $\beta_B^{-1}(i) = j$, then the subsequence $B[i, i + 1]$ represents the $j$th number change in $B$.

The results in the following two lemmata are direct consequences of the definitions of $\beta$ and $\beta^{-1}$.

**Lemma 7.** Let $A$ be a sequence in $\mathcal{S}$, and $B \in \mathcal{E}(\tau(A))$ then, for any $i$, $1 \leq i \leq |B|$,

1. $A[\beta_A(\beta_B^{-1}(j))] = B(j)$,
2. $B(j) \neq B(j + 1) \Rightarrow \beta_B^{-1}(j + 1) = \beta_B^{-1}(j) + 1$, and
3. $B(j) = B(j + 1) \Rightarrow \beta_B^{-1}(j + 1) = \beta_B^{-1}(j)$.

Let $A = [a_1, \ldots, a_{r_1}]$ and $B = [b_1, \ldots, b_{r_2}]$ be two sequences in $\mathcal{S}$. We say that $A < B$ if $r_1 = r_2$ and $\forall \{1, \ldots, r_1\} a_i \leq b_i$. In general, we say that $A < B$ if there exist extensions $\tilde{A} \in \mathcal{E}(A)$, and $\tilde{B} \in \mathcal{E}(B)$ such that $\tilde{A} < \tilde{B}$. For example if $A = [1, 7, 2, 6, 4]$ and $B = [5, 7, 4, 8]$ then $A < B$ because $\tilde{B} = [5, 7, 7, 7, 4, 8, 8, 8, 8]$ is an extension of $B$.

The following lemma corresponds to Corollary 3.11 of [5].

**Lemma 8.** If $A$ and $B$ are two sequences then $A < B$ if and only if $\tau(A) < \tau(B)$.
The following lemma follows directly from Lemmas 8 and 3.13 of [5].

**Lemma 9.** Let $A$ and $B$ be two integer sequences where $|A| = |B|$ and let $Y = A + B$. Let $A_0 < A$ and $B_0 < B$. Then there exists two sequences $A^*_0 \in \mathcal{E}(A_0)$ and $B^*_0 \in \mathcal{E}(B_0)$ where $\tau(A^*_0 + B^*_0) < \tau(Y)$.

The following three lemmata establish basic properties of typical sequences. They follow directly from the definitions.

**Lemma 10.** Given $R \in \mathcal{S}$, if we set $A = \tau(R)$ then, for any $m, 1 \leq m \leq |A|$, there exists an $i, 1 \leq i \leq |R|$ such that $A[1,m] = \tau(A[1,i])$ and $A[m,|A|] = \tau(R[i,|R|])$.

**Lemma 11.** Let $A_1, A_2$ be two typical sequences where $A_2 < A_1$. Then, for any $m_1, 1 \leq m_1 \leq |A_1|$, there exists an $m_2, 1 \leq m_2 \leq |A_2|$, such that $A_2[1,m_2] < A_1[1,m_1]$ and $A_2[m_2,|A_2|] < A_1[m_1,|A_1|]$.

**Lemma 12.** Let $A_i, B_i, i = 1, 2$, be four typical sequences where $A_i < B_i, i = 1, 2$. Then $\tau(A_1 \cdot A_2) < \tau(B_1 \cdot B_2)$.

The next result reveals a property of typical sequences that is crucial for the correctness of our algorithm.

**Lemma 13.** Given $R \in \mathcal{S}$, if we set $A = \tau(R)$ then, for any $r, 1 \leq r \leq |R|$, there exists an integer $i, 1 \leq i \leq |A|$, such that $A[1,i] = \tau(R[1,r])$ and $A[i,|A|] = \tau(R[r,|R|])$.

**Proof.** In the case where, for any $r$, there exists an integer $i, 1 \leq i \leq |A|$, such that $A[1,i] = \tau(R[1,r])$ and $A[i,|A|] = \tau(R[r,|R|])$ we have a stronger version of the required and we are done.

Otherwise, for any $r$, $1 \leq r \leq |R|$, let $k$ and $l$, $1 \leq k < r < l \leq |R|$, be the indices of the two local extremes closest to $r$ (i.e., $R[k,l]$ is a maximal monotone subsequence). Let $j = \beta_A^{-1}(k), 1 \leq j < |A|$, be the local maximum of $A$ corresponding to $R(k)$. Observe that $A[1,j] = \tau(R[1,k])$ and $A[j+1,|A|] = \tau(R[l,|R|])$. Furthermore, as $A$ is a typical sequence, we have that $A[j] \neq A(j+1)$ and therefore, $R(k) \neq R(l)$.

Let us show that, in case $R(k) > R(l)$, the lemma holds taking $i = j + 1$. When $R(k) > R(l)$ we have that $A(j) = R(k)$ and that $A[j+1] = R[l] < R[k+1,r]$. Therefore, $A[j+1] < \tau(R[k,r])$ and $A[j+1] < \tau(R[r,l])$. Using the fact that $A[1,j] = \tau(R[1,k])$ and Lemma 12, we get

$$A[1,j+1] = \tau(A[1,j] \cdot A[j+1]) < \tau(\tau(R[1,k]) \cdot \tau(R[k+1,r]))$$

$$= \tau(R[1,k] \cdot R[k+1,r]) = \tau(R[1,r]).$$

Now using the fact that $A[j+1,|A|] = \tau(R[l,|R|])$ and Lemma 12, we get

$$A[j+1,|A|] = \tau(A[j+1] \cdot A[j+1,|A|]) < \tau(\tau(R[l,|R|] \cdot \tau(R[l,|R|]))$$

$$= \tau(R[l,|R|] \cdot R[l,|R|]) = \tau(R[l,|R|]).$$
In the case where \( R(k) < R(l) \) a symmetric argument shows that \( A[1, j] < \tau(R[1, |R|]) \) and \( A[j, |A|] < \tau(R[r, |R|]) \), so the lemma holds taking \( i = j \). 

As an example illustrating Lemma 13, we consider the sequences

\[
R = [2, 6, 7, 8, 5, 4, 3, 5, 2, 4, 6, 4, 4] \quad \text{and} \quad A = \tau(R) = [2, 8, 2, 6, 4].
\]

If we choose \( r = 7 \), we have that \( j = 2, k = 4, \) and \( l = 9 \). Notice that,

\[
\begin{align*}
[2, 8] & = \tau([2, 6, 7, 8]), \\
[8, 2] & = \tau([8, 5, 4, 3]), \\
[2] & = \tau([3, 5, 2]), \\
[2, 6, 4] & = [2, 4, 6, 4, 4], \\
[2, 8, 2] & = \tau([2, 6, 7, 8, 5, 4, 3]), \\
[2, 6, 4] & = \tau([3, 5, 2, 4, 6, 4, 4]).
\end{align*}
\]

Now we extend the definitions to sequences of typical sequences. Suppose now that \( A = [A_0, \ldots, A_r] \) and \( B = [B_0, \ldots, B_r] \) are two sequences of typical sequences (recall that such sequences are indexed starting by 0). We say that \( A < B \) if \( \forall i, 0 \leq i \leq r, A_i < B_i \). For any integer \( t \) we set \( A + t = [A_0 + t, \ldots, A_{|A|} + t] \) and \( \max(A) = \max_{i, 0 \leq i \leq |A|} A_i \).

Finally, for any sequence of typical sequences \( A \) we set \( \tau(A) = \tau(A(0) \cdots \cdot A(|A|)) \). As an example,

\[
\begin{align*}
\tau([5, 2, 8, 1], [4, 9, 3], [3], [3, 9, 2, 5, 3]) & = [5, 2, 8, 1, 9, 2, 5, 3].
\end{align*}
\]

Given two typical sequences \( A, B \) and an integer \( j, 1 \leq j \leq |\tau(A \cdot B)| \), we define

\[
\delta(A, B, j) = \begin{cases} 
(0, \beta_{A,B}(j)) & \text{if } \beta_{A,B}(j) \leq |A|, \\
(1, \beta_{A,B}(j) - |A|) & \text{otherwise.}
\end{cases}
\]

As an example we have that if \( A = [1, 3, 2] \) and \( B = [8, 5, 9] \), we have that \( \tau(A \cdot B) = [1, 9] \), \( \delta(A, B, 1) = (0, 1) \), and \( \delta(A, B, 2) = (1, 3) \). Function \( \delta \) will be used in Section 4.

### 2.4. Characteristics

We now define the notion of characteristic of a vertex ordering of a graph with respect to a small subset of its vertices. Characteristics will serve as key-tools for our algorithm. Several other versions of characteristics have been used for the computation of other parameters like pathwidth and treewidth [5], linear-width [7], and branchwidth [20]. As mentioned before, a characteristic serves to filter the main data structure of a parameter to its essential part, a part that is able to be constructed from node to node of the path decomposition. Moreover, the information encoded by a characteristic certifies the existence of small cutwidth layouts, furthermore it depends only on the width of the path decomposition and, therefore, its size is bounded by a fixed constant \( w \).
Procedure $\text{Com}(l, R, S)$.

Input: A characteristic $(l, R)$ and a set $S$ of elements in $l = [v_1, \ldots, v|l|]$.

Output: A characteristic $(\lambda, A)$.

1: $\lambda \leftarrow [S]$ and assume the notation $\lambda = [v_1, v_2, \ldots, v_p]$.
2: $A \leftarrow [\tau(R(0, i_1 - 1)), \tau(R(i_1, i_2 - 1)), \ldots, \tau(R(i_p - 1, \ell_p - 1)), \tau(R(\ell_p, |l|))]$.
3: Output $(\lambda, A)$.
4: End.

Fig. 2. Procedure $\text{Com}$.

We call a characteristic any pair $(\lambda, A)$ where $\lambda$ is a layout of a graph and $A$ is a sequence of typical sequences in $S$ such that $|A| = |\lambda| + 1$. Notice that for any graph $G$ and any vertex ordering $l$ of $V(G)$ the pair $(l, Q_{G,l})$ is a characteristic.

To give an example of a characteristic, consider the pair

$$(a, b, c, d, e), \{[0, 3], [4], [3, 7, 2], [3], [8, 1, 3], [3, 8, 4, 6] \}.$$ 

We also use a different notation for characteristics, e.g.:


The procedure Com, described in Fig. 2, defines the compression of a characteristic relative to a subset of vertices. Intuitively, it compresses the concatenations of the sequences of $R$ delimited by the positions of the elements of $S$ (recall that the indices of the sequences of $R$ start from 0).

The compression of the previous example of characteristic to the set $S = \{a, c\}$ is the characteristic

$[0, 3] a [4, 3, 7, 2] c [3, 8, 1, 8, 4, 6]$.

Let us start by defining a characteristics associated to a vertex ordering of a graph. Given a graph $G$ with $n$ vertices, a vertex ordering $l$ of $G$ and $S \subseteq V(G)$, the $S$-characteristic of $l$ is $C_S(G, l) = \text{Com}(l, Q_{G,l}, S)$. Notice that, from the definition of the $S$-characteristic of a vertex ordering $l$ of a graph $G$ we have $C_{V(G)}(G, l) = (l, Q_{G,l})$, taking into account that $\text{Com}(l, Q_{G,l}, V(G)) = (l, Q_{G,l})$.

As an example we mention that, for the graph and ordering $l$ given in Fig. 5, taking $N = \{b, e, g\}$, the characteristics $C_N(G, l)$ and $C_{V(G) - N}(G, l)$ are:


Given the $S$-characteristics $(\lambda^i, A^i), i = 1, 2$, of two different vertex orderings $l_1$ and $l_2$ of $G$ we say that $(\lambda^1, A^1) < (\lambda^2, A^2)$ when $\lambda^1 \preceq \lambda^2$ and $A^1 \prec A^2$.

The following result is an easy consequence of the definition of compression and the obvious fact that for a sequence of typical sequences $A$, if $A = \tau(R)$, then $A + 1 = \tau(R + 1)$.

**Lemma 14.** Given a graph $G$, a vertex ordering $l$ of $G$, and a vertex subset $S$. Assume that $C_S(G, l) = (\lambda, A)$. For any two vertices $a, b$ of $S$, let $i = \text{rank}_l(a)$, $i' = \text{rank}_l(a)$, $j = \text{rank}_l(b)$, and $j' = \text{rank}_l(b)$, then we have
\[(\lambda, A[1, i'-1]) \cdot (A[i', j'-1] + 1) \cdot (A[j', |A|]) = \text{Com}(l, Q_G[l][1, i-1] \cdot (Q_G[l][j, j+1] + 1) \cdot (Q_G[l][j, |Q_G[l]|], S)).\]

Given a graph \(G\) and a vertex subset \(S\), we say that a characteristic \((\lambda, A)\) is a \(S\)-characteristic when \((\lambda, A) = C_S(l, G)\) for some ordering \(l\) of the vertices of \(G\).

3. A decision algorithm for cutwidth

In this section, we give for any pair of integer constants \(k, w\), an algorithm that, given a graph \(G\) and a nice path decomposition \(X = [X_1, \ldots, X_r]\) of width at most \(w\), decides whether \(G\) has cutwidth at most \(k\).

Using now Lemma 5 and working in a similar way as in the proof of Lemma 3.1 in [5] we can prove that for any \(i\), the number of \(X_i\)-characteristics of \(G_i\) depends only on \(k\) and \(w\).

**Lemma 15.** Let \(G\) be a graph and let \(X = [X_1, \ldots, X_r]\) be a nice path decomposition of \(G\) with width at most \(w\). Let \(X_i, 1 \leq i \leq r\), be some node in \(X\). The number of different \(X_i\)-characteristics of all possible vertex orderings of \(G_i = G[\bigcup_{j=1}^i X_j]\) with cutwidth at most \(k\), is bounded by \((w + 1)!(\frac{8}{3} \cdot 2^k)^{w+1}\).

**Proof.** Let \((\lambda, A)\) be a \(X_i\)-characteristic of some vertex ordering of \(G_i\). Clearly, \(V(\lambda) = X_i\) and, as \(|X_i| \leq w + 1\), there are at most \((w + 1)!\) ways to choose \(\lambda\). For each one of them, there are \(\leq w + 1\) typical sequences in \(A\) to be chosen. From Lemma 5, there are at most \(\frac{8}{3} \cdot 2^k\) different ways to choose each of these sequences and the lemma follows. \(\square\)

Finally, we introduce the latest component of our algorithm. Assume from now on that \(w\) and \(k\) are fixed constants and that we have a graph \(G\) and that \(X = [X_1, \ldots, X_r]\) is a nice path decomposition of \(G\), with width at most \(w\). A full set of characteristics for \(G_i\) is a set \(FS(i)\) of \(X_i\)-characteristics of vertex orderings of the graph \(G_i\) with cutwidth at most \(k\), such that for each vertex ordering \(l\) of \(G_i\) with cutwidth at most \(k\), there is a vertex ordering \(l'\) of \(G_i\) such that \(C_X(G_i, l') \preceq C_X(G_i, l)\) and \(C_X(G_i, l') \in FS(i)\), i.e., the \(X_i\)-characteristic of \(l'\) is in \(FS(i)\). The following lemma can be derived directly from the definitions.

**Lemma 16.** A full set of characteristics for the graph \(G_i\) is non-empty if and only if the cutwidth of \(G_i\) is at most \(k\). If some full set of characteristics for \(G_i\) is non-empty, then any full set of characteristics for \(G_i\) is non-empty.

An important consequence of Lemma 16 is that the cutwidth of \(G\) is at most \(k\), if and only if any full set of characteristics of \(G_r = G\) is non-empty. The general lines of the algorithm Check-Cutwidth are given in Fig. 3. In what follows, we complement the schema showing how to compute a full set of characteristics at a node \(X_i\) in \(O(1)\) time, when a full set of characteristics for \(G_{i-1}\) is given \((i \geq 2)\). Therefore the algorithm Check-Cutwidth finishes in \(O(n)\) time.
Algorithm Check-Cutwidth(G, X, k).

Input: A graph G, a path decomposition X of G with width w, and an integer k.
Output: Whether cutwidth(G) ≤ k.

1: Compute a full set F1 of X1-characteristics for G1.
2: For any i, 1 < i ≤ r, compute a full set of Xi-characteristics F1 for Gi using F1−1 and Xi’s type.
3: If F1 ̸= ∅ then output “cutwidth(G) ≤ k”, otherwise output “cutwidth(G) > k”.
4: End.

Fig. 3. Algorithm Check-Cutwidth.

3.1. A full set for a start node

We first give a full set of characteristics for G1. Clearly, G1 consists only of the unique vertex in X1 = {xstart} and a full set of characteristics is [{xstart}, [0], [0]].

3.2. A full set for an introduce node

We will now consider the case where X1 is an introduce node. The procedure Ins, depicted in Fig. 4, is the basis to compute a Xi-characteristic after the insertion of the introduced vertex and the additional edges that appear in Gi at some point j of a layout for Gi−1.

The following lemma is a direct consequence of the definitions of QG,l, QG′,l and the insertion procedure. Recall that the sequences in QG,l and QG′,l are sequences consisting of only one element counting the number of “crossing edges” in the “gaps” of l and l′ respectively.

Lemma 17. Let G be a graph, let l be a layout of G, and let γ be an integer where 0 ≤ γ ≤ |l|. If G′ = G + u N for some N ⊆ V(G) and u ̸∈ V(G), then Ins(G, u, V(G), N, l, QG,l, γ, 1) is the V(G′)-characteristic of the layout l′ = l[l1, γ] · |u| · l[γ + 1, |l|] of G′, that is Ins(G, u, V(G), N, l, QG,l, γ, 1) = (l′, QG′,l′), where Ins is the procedure described in Fig. 4.

Procedure Ins(G, u, S, N, λ, A, j, m).

Input: A graph G, a vertex u ̸∈ V(G), two sets S and N ⊆ S ⊆ V(G), a S-characteristic (λ, A) of some layout of G, an integer j, 0 ≤ j ≤ |l|, and an integer m, 1 ≤ m ≤ |A(j)|.
Output: An (S ∪ {u})-characteristic (λ′, A′) of some vertex ordering of G′ = G + u N where 0 ≤ γ ≤ |l|.

Assume that λ = [u1, ..., up], and λ[N] = [u1, ..., uN].

1: (Insertion of u) Set λ′ = λ[1, j] · [u] · λ[j + 1, p] and A′ = A[0, j − 1] · [A(j)] · [A(j)] · A[j + 1, p].
2: (Insertion of the edges from u) for h = 1 to σ do
   (i) If jh ≤ j then set A′ ← A′[0, jh − 1] · A′[jh, j + 1] · A′[j + 1, p + 1].
   (ii) If jh ≥ j + 1 then set A′ ← A′[0, j] · A′[j + 1, jh] · A′[jh + 1, p + 1].
3: Output (λ′, A′).
4: End.

Fig. 4. Procedure Ins.
Lemma 17. Let $G$ be a graph, $N \subseteq S$ be two subsets of $V(G)$, $l$ be a vertex ordering of $G$, $(\lambda, A) = \text{CS}(l, Q_{G,l})$ be the $S$-characteristic of $l$ and $G^\prime = G + \mathcal{U} N$ where $u \not\in V(G)$. Then the following hold.

(i) For any $j$, $0 \leq j \leq |\lambda|$, and $m$, $1 \leq m \leq |A(j)|$, there exists an integer $\gamma$, $0 \leq \gamma \leq |l|$, such that

$$\text{Ins}(G, u, S, N, \lambda, A, j, m) = \text{Com}(\text{Ins}(G, u, V(G), N, l, Q_{G,l}, \gamma, 1), S \cup \{u\}).$$

(ii) For any $\gamma$, $0 \leq \gamma \leq |l|$, there exist two integers $j$, $0 \leq j \leq |\lambda|$, and $m$, $1 \leq m \leq |A(j)|$, such that

$$\text{Ins}(G, u, S, N, \lambda, A, j, m) \prec \text{Com}(\text{Ins}(G, u, V(G), N, l, Q_{G,l}, \gamma, 1), S \cup \{u\}).$$

Proof. Let us start by proving part (i). Recall that $(\lambda, A) = \text{Com}(l, Q_{G,l}, S)$. Let $l = [v_1, \ldots, v_{|l|}]$ and $\lambda = [v_{i_1}, \ldots, v_{i_{|\lambda|}}]$. From the definition of the procedure $\text{Com}$ we have that $\forall_{0 \leq h \leq |\lambda|} A(h) = \tau(Q_{G,l}[i_h, i_{h+1} - 1])$ (for convenience, we set $i_0 = 0$). It is now easy to verify that

$$A[0, j - 1] = [\tau(Q_{G,l}[0, i_1 - 1]), \tau(Q_{G,l}[i_1, i_2 - 1]), \ldots, \tau(Q_{G,l}[i_{j-1}, i_j - 1])],$$

and

$$A(j) = \tau(Q_{G,l}[i_j, i_{j+1} - 1]).$$
\[ A[j + 1, \rho] = [\tau(Q_{G,l}(i_{j+1}, i_{j+2} - 1)), \ldots, \tau(Q_{G,l}(i_{\rho - 1}, i_{\rho} - 1)), \tau(Q_{G,l}(i_{\rho}, |l|))]. \tag{3} \]

Applying now Lemma 10 to (2), we have that there exists \( \gamma, i_j \leq \gamma < i_{j+1} \), such that

\[ A(j)[1, m] = \tau(Q(i_j, \gamma)). \tag{4} \]
\[ A(j)[m, [A(j)]] = \tau(Q(\gamma, i_{j+1} - 1)). \tag{5} \]

Observe that, as \( i_j \leq \gamma < i_{j+1} \), the following hold

\[ l[\gamma + 1, |l|][S] = \lambda[1, j], \tag{6} \]
\[ l[\gamma + 1, |l|][S] = \lambda[i_j + 1, \rho]. \tag{7} \]

Let \( (\lambda', A') \) and \( (l', R') \) be the characteristics constructed by step 1 of the procedures \( Ins(G, u, S, N, \lambda, A, j, m) \) and \( Ins(G, u, V(G), N, l, Q_{G,l}, \gamma, 1) \) respectively. We will prove now that \( (\lambda', A') = Com((l', R'), S) \). Notice first that \( \lambda' = \lambda[1, j] \cdot [u] \cdot \lambda[i_j + 1, |l|] \) and \( l' = l[\gamma + 1, |l|][u] \cdot l[|\gamma + 1, |l|] \).

Using now (6) and (7), it follows that \( \lambda' = l'[S \cup \{u\}] = [v_{i_1}, \ldots, v_{i_j}, u, v_{i_{j+1}}, \ldots, v_{i_\rho}] \).

Notice that during step 2, no vertex is introduced, only new edges are taken into account and added, therefore the respective vertex orderings do not change. We will use the notation \( (\lambda', A^{(b)}) \) and \( (l', R^{(b)}) \) for the contents of \( A \) and \( R \) at the end of the \( b \)th execution of the loop in step 2 of \( Ins(G, u, S, N, \lambda, A, j, m) \) and \( Ins(G, u, V(G), N, l, Q_{G,l}, \gamma, 1) \) respectively. And for convenience we set \( (\lambda', A') = (\lambda', A^{(0)}) \), and \( (l', R') = (l', R^{(0)}) \).

Using now (1), (3), (4), and (5) we have that the sequence of typical sequences in (10) is equal to \( A' \) in the form it is presented in (8).

So far, we have seen that \( (\lambda', A') = Com((l', R'), S \cup \{u\}) \). In what follows we will prove that this relation is invariant under the transformations applied to \( (\lambda', A') \) and \( (l', R') \) during step 2 of the insertion procedure.

Notice that during step 2, no vertex is introduced, only new edges are taken into account and added, therefore the respective vertex orderings do not change. We will use the notation \( (\lambda', A^{(b)}) \) and \( (l', R^{(b)}) \) for the contents of \( A \) and \( R \) at the end of the \( b \)th execution of the loop in step 2 of \( Ins(G, u, S, N, \lambda, A, j, m) \) and \( Ins(G, u, V(G), N, l, Q_{G,l}, \gamma, 1) \) respectively. And for convenience we set \( (\lambda', A') = (\lambda', A^{(0)}) \), and \( (l', R') = (l', R^{(0)}) \).

Using now (1), (3), (4), and (5) we have that the sequence of typical sequences in (10) is equal to \( A' \) in the form it is presented in (8).

So far, we have seen that \( (\lambda', A') = Com((l', R'), S \cup \{u\}) \). In what follows we will prove that this relation is invariant under the transformations applied to \( (\lambda', A') \) and \( (l', R') \) during step 2 of the insertion procedure.

Notice that during step 2, no vertex is introduced, only new edges are taken into account and added, therefore the respective vertex orderings do not change. We will use the notation \( (\lambda', A^{(b)}) \) and \( (l', R^{(b)}) \) for the contents of \( A \) and \( R \) at the end of the \( b \)th execution of the loop in step 2 of \( Ins(G, u, S, N, \lambda, A, j, m) \) and \( Ins(G, u, V(G), N, l, Q_{G,l}, \gamma, 1) \) respectively. And for convenience we set \( (\lambda', A') = (\lambda', A^{(0)}) \), and \( (l', R') = (l', R^{(0)}) \). To see that for any \( h (\lambda', A^{(h)}) = Com((l', R^{(h)}), S \cup \{u\}) \) we proceed by induction.

Suppose that \( (\lambda', A^{(h)}) = Com((l', R^{(h)}), S \cup \{u\}) \) for any \( h, 0 < h < \xi \). It remains to prove that \( (\lambda', A^{(\xi)}) = Com((l', R^{(\xi)}), S \cup \{u\}) \).

Assume that \( \mu_1 = [N \cap V (l[1, |l|])] \) and \( \mu_2 = [N \cap V (l[|\gamma + 1, |l|])] \). Then we have

\[ \text{rank}_v(v) = \text{rank}_v^\xi(v), \quad \text{for } v \in V(\mu_1), \]
\[ \text{rank}_v(v) + 1 = \text{rank}_v^\xi(v), \quad \text{for } v \in V(\mu_2), \]
\[ \text{rank}_v(v) = \text{rank}_v^\xi(v), \quad \text{for } v \in V(\mu_1), \]
\[ \text{rank}_v(v) + 1 = \text{rank}_v^\xi(v), \quad \text{for } v \in V(\mu_2), \]
\[
\begin{align*}
\text{rank}_{\ell'}(u) &= \gamma + 1, \\
\text{rank}_{\ell}(u) &= j + 1, \\
\lambda &= \mu_1 \cdot \mu_2, \\
\lambda' &= \mu_1 \cdot [u] \cdot \mu_2.
\end{align*}
\]

Assume that the vertex to be taken from \(N\) in this step has rank \(j_\xi\) in \(l\) and rank \(\xi\) in \(\lambda\). In the case that \(j_\xi \leq j\) we have that
\[
\begin{align*}
R(\ell) &= R(\ell-1)[0, j_\xi - 1] \cdot (R(\ell-1)[j_\xi, \gamma] + 1) \cdot R(\ell-1)[\gamma + 1, |l| + 1], \\
A(\ell) &= A(\ell-1)[0, \xi - 1] \cdot (A(\ell-1)[\xi, j] + 1) \cdot A(\ell-1)[j + 1, \rho + 1].
\end{align*}
\]

As \(j_\xi = \text{rank}_\ell(u)\), \(\gamma + 1 = \text{rank}_{\ell'}(u)\), \(\xi = \text{rank}_\ell(u_{j_\xi})\) and \(j + 1 = \text{rank}_{\ell'}(u_{j_\xi})\), Lemma 14 implies that \((\lambda^{(\ell)}, A^{(\ell)}) = \text{Com}(l^{(\ell-1)}, R^{(\ell)}, S \cup \{u\})\). In the case \(j_\xi \geq j + 1\) we have that
\[
\begin{align*}
R(\ell) &= R(\ell-1)[0, \gamma] \cdot (R(\ell-1)[\gamma + 1, j_\xi]) \cdot R(\ell-1)[j_\xi, |l| + 1], \\
A(\ell) &= A(\ell-1)[0, j] \cdot (A(\ell-1)[j + 1, \xi] + 1) \cdot A(\ell-1)[j + 1, \rho + 1].
\end{align*}
\]

As \(\gamma + 1 = \text{rank}_\ell(u)\), \(j_\xi + 1 = \text{rank}_{\ell'}(u_{j_\xi})\), \(j + 1 = \text{rank}_{\ell'}(u_{j_\xi})\), and \(\xi + 1 = \text{rank}_\ell(u_{j_\xi})\), Lemma 14 implies that \((\lambda^{(\ell)}, A^{(\ell)}) = \text{Com}(l^{(\ell-1)}, R^{(\ell)}, S \cup \{u\})\) and this completes the proof of (i). The arguments to prove (ii) are exactly the same as in the proof of (i) with the difference that now weaker versions of (1), (3), (4), and (5) are required. As \(A = \text{Com}(l, Q_{G,l}, S)\), we can assume again that \(l = [v_1, \ldots, v_{|l|}]\) and \(\lambda = [v_1, \ldots, v_{|\lambda|}]\). From the definition procedure \(\text{Com}\) there exists \(j, 0 \leq j \leq |l|\), such that \(i_j \leq \gamma < i_{j+1}\) (for convenience, we set \(i_0 = 0\) and \(i_{|l|+1} = |l| + 1\)). Notice now that for this choice of \(j\), (1)–(3) hold and (1) and (3) can be rewritten in the following weaker form.

\[
\begin{align*}
A[0, j - 1] &< [\tau(Q_{G,l}[0, i_1 - 1]), \tau(Q_{G,l}[i_1, i_2 - 1]), \ldots, \\
&\quad \tau(Q_{G,l}[i_{j-1}, i_j - 1])], \\
A[j + 1, \rho] &< [\tau(Q_{G,l}[i_{j+1}, i_{j+2} - 1]), \ldots, (Q_{G,l}[i_{\rho-1}, i_\rho - 1]), \\
&\quad \tau(Q_{G,l}[i_\rho, |l|])].
\end{align*}
\]

From Lemma 13 there exists an integer \(m, 1 \leq m \leq A(j)\), where
\[
\begin{align*}
A(j)[1, m] &< \tau(Q[i_{j+1}, \gamma]), \\
A(j)[m, A(j)] &< \tau(Q[i_{j+1} + 1, |l|]).
\end{align*}
\]

Notice that (15), (16), (17), and (18) are the same as (1), (3), (4), and (5) with the difference that \(\approx\) has been replaced by \(\prec\). From this fact, using the same proof as in case (i), it follows that \(\text{lns}(G, u, S, N, \lambda, A, j, m) \prec \text{Com}(\text{lns}(G, u, V(G), N, l, Q_{G,l}, \gamma, 1), S \cup \{u\})\). \(\square\)

As an example for Lemma 18, we consider the graphs \(G\) and \(G'\) and their vertex orderings \(l, l'\) and \(l''\) as depicted in Fig. 5. If we set \(S = N \cup \{d\} = [b, d, e, g]\) we have that \(C_{S}(G, l) = (\lambda, A)\) is the characteristic \([0, 3] b [3, 4] d [3] e [3, 2] g [0]\). Notice that in \(l'\), if \(j = 2\) and \(m = 1\), Lemma 18(iii) gives \(\gamma = 4\). Moreover, in \(l''\), if \(\gamma = 1\), Lemma 18(ii) gives \(j = 0\) and \(m = 2\).
Lemma 19. Let \((\lambda, A_2), i = 1, 2,\) be two characteristics of a graph \(G\) where \((\lambda, A_2) \prec (\lambda, A_1).\) Let \(N, S\) be subsets of \(V(G)\) and let \(G' = G^{+\text{h}} N\) for some \(u \notin V(G).\) Then for any \(j, 0 \leq j \leq |A_1|,\) and any \(m_1, 1 \leq m_2 \leq |A_1(j)|,\) there exists \(m_2, 1 \leq m_2 \leq |A_2(j)|,\) such that

\[
\lns(G, u, S, N, \lambda, A_2, j, m_2) \prec \lns(G, u, S, N, \lambda, A_1, j, m_1).
\]

Proof. As \((\lambda, A_2) \prec (\lambda, A_1),\) for any \(j,\) we have \(A_2(j) < A_1(j).\) Therefore, Lemma 11 implies that there exists \(m_2, 1 \leq m_2 \leq |A_2(j)|,\) such that

\[
A_2(j)[1, m_2] < A_1(j)[1, m_1] \quad \text{and} \quad A_2(j)[m_2, |A_2(j)|] < A_1(j)[m_1, |A_1(j)|].
\]

Moreover, \(\forall_{i=1}^{j} A_2(i) \prec A_1(i)\) and \(\forall_{i=1}^{j} A_2(i) \prec A_1(i).\) Therefore, if

\[
A'_i = A_i[0, j-1] \cdot |A_i(j)[1, m_1]| \cdot |A_i(j)[m_1, |A_i(j)|]| \cdot A_i[j+1, \rho],
\]

for \(i = 1, 2,\) then \(A'_2 < A'_1.\) Observe that, \(A'_1\) and \(A'_2\) are the sequences of typical sequences created after step 1 of the computation of \(\lns(G, u, S, N, \lambda, A_1, j, m_1)\) and \(\lns(G, u, S, N, \lambda, A_2, j, m_2)\) respectively. Moreover, the vertex orderings constructed after step 1 of \(\lns(G, u, S, N, \lambda, A_1, j, m_1)\) and \(\lns(G, u, S, N, \lambda, A_2, j, m_2)\) are both identical and we denote them \(\lambda'.\) It now remains to prove that after step 2, \(A'_2 < A'_1.\) We proceed by induction.

For \(i = 1, 2\) let \(A^{(h)}_i\) denote the value of \(A'_i\) after the \(h\)th execution of the loop in step 2 of the computation of \(\lns(G, u, S, N, \lambda, A_i, j, m_1), i = 1, 2,\) and set \(A^{(0)}_i = A'_i.\) Suppose that \(A^{(h)}_2 < A^{(h)}_1\) for any \(h, 0 < h < \xi.\) It remains to prove that \(A^{(\xi)}_2 < A^{(\xi)}_1.\) Assume that the vertex of \(N\) considered in this step has rank \(j_\xi\) in \(l'\) and \(\xi \in X.\) We examine only the case where \(j_\xi \leq j\) as the case where \(j_\xi \geq j + 1\) is analogous. By induction hypothesis

\[
A^{(\xi-1)}_2[0, j_\xi - 1] < A^{(\xi-1)}_1[0, j_\xi - 1],
\]

(19)

\[
A^{(\xi-1)}_2[j_\xi, j] < A^{(\xi-1)}_1[j_\xi, j],
\]

(20)

\[
A^{(\xi-1)}_2[j, \rho + 1] < A^{(\xi-1)}_1[j, \rho + 1].
\]

(21)

Clearly, (20) is equivalent to

\[
\]

(22)

Taking into account that, for \(i = 1, 2,\)

\[
A^{(\xi)}_i = A^{(\xi-1)}_i[0, j_\xi - 1] \cdot (A^{(\xi-1)}_i[j_\xi, j] + 1) \cdot A^{(\xi-1)}_i[j, \rho + 1],
\]

we conclude \(A^{(\xi)}_2 < A^{(\xi)}_1\) as a consequence of (19), (22), and (21). \(\square\)

We now give an algorithm (algorithm Introduce-Node) given in Fig. 6 that, for any introduce node \(X_i,\) computes a full set of characteristics for the graph \(G_i,\) given a full set of characteristics for the graph \(G_{i-1}.\) Now we prove the correctness of the previous algorithm.
Lemma 20. Given a nice path decomposition $X = [X_1, \ldots, X_r]$ of a graph $G$. If $X_i$ is an introduce node and $FS(i - 1)$ is a full set of characteristics for the graph $G_{i-1} = G[\bigcup_{1 \leq j \leq i-1} X_j]$, then the set $FS(i)$ constructed by the Introduce-Node algorithm is a full set of characteristics for the graph $G_i = G[\bigcup_{1 \leq j \leq i} X_j]$.

Proof. We prove first that $FS(i)$ is a set of $X_i$-characteristics for the graph $G_i$. We show that for any $(\lambda', \mathbf{A}') \in FS(i)$ there exists a vertex ordering $l'$ of $G_i$ where $(\lambda', \mathbf{A}') = CX_i(G_i, l')$. Clearly, as $(\lambda', \mathbf{A}')$ was constructed by the algorithm Introduce-Node, there must be a characteristic $(\lambda, \mathbf{A}) \in FS(i - 1)$ and two integers $j, 0 \leq j \leq |\lambda|$, and $m, 1 \leq m \leq |\mathbf{A}(j)|$, such that

$$
(\lambda', \mathbf{A}') = \text{Ins}(G_{i-1}, u, X_{i-1}, N, \lambda, \mathbf{A}, j, m).
$$

As $(\lambda, \mathbf{A})$ is a $X_{i-1}$-characteristic for $G_{i-1}$, there exists a vertex ordering $l$ of $G_{i-1}$ of cutwidth at most $k$ where $(\lambda, \mathbf{A}) = CX_{i-1}(G_{i-1}, l)$. From part (i) in Lemma 18, we have that there exists an integer $\gamma, 0 \leq \gamma \leq |l|$, such that

$$
\text{Ins}(G_{i-1}, u, X_{i-1}, N, \lambda, \mathbf{A}, j, m) = \text{Com}(\text{Ins}(G_{i-1}, u, V(G_{i-1}), N, l, Q_{G_{i-1}, l}, \gamma, 1), X_{i-1} \cup \{u\}).
$$

From Lemma 17, we have that $\text{Ins}(G_{i-1}, u, V(G_{i-1}), N, l, Q_{G_{i-1}, l}, \gamma, 1)$ is the $V(G_i)$-characteristic of $l = l(1, \gamma) \cdot [u] \cdot l(\gamma + 1, |l|)$ and therefore,

$$
\text{Com}(\text{Ins}(G_{i-1}, u, V(G_{i-1}), N, l, Q_{G_{i-1}, l}, \gamma, 1), X_i) = \text{Com}(l', Q_{G_i, l'}, X_i).
$$

Combining now (23), (24), and (25), we have that $(\lambda', \mathbf{A}') = \text{Com}(l', Q_{G_i, l'}, X_i) = CX_i(G_i, l')$. It remains to prove that $FS(i)$ is a full set of characteristics for $G_i$. Let $l'$ be a vertex ordering of $G_i$ with cutwidth at most $k$. Let us show that there exists a vertex ordering $l'_u$ of $G_i$ such that $CX_i(G_i, l'_u) \prec CX_i(G_i, l')$ and $CX_i(G_i, l'_u) \in FS(i)$. Setting $\gamma = \text{rank}_l(u) - 1$ and $l = l'[1, \gamma] \cdot l'[\gamma + 2, |l'|]$, from Lemma 17, we have that

$$
\text{Ins}(G_{i-1}, u, V(G_{i-1}), N, l, Q_{G_{i-1}, l}, \gamma, 1) = (l', Q_{G_i, l'})
$$

and therefore,
\[
\text{Com}(\text{Ins}(G_{i-1}, u, V(G_{i-1}), N, l, Q_{G_{i-1}, l}, \gamma, 1), X_i) = \text{Com}(l, Q_{G_{i}, l'}, X_i) = C_{X_i}(G_i, l'). \quad (26)
\]

Set now \((\lambda, A) = C_{X_i}(G_i, l).\) From part (ii) of Lemma 18 we have that there are values \(j\) and \(m, 0 \leq j \leq |\lambda|\) and \(1 \leq m \leq |A(j)|\), such that

\[
\text{Ins}(G_{i-1}, u, X_{i-1}, N, \lambda, A, j, m)
\]

\(< \text{Com}(\text{Ins}(G_{i-1}, u, V(G_{i-1}), N, l, Q_{G_{i-1}, l}, \gamma, 1), X_{i-1} \cup \{u\})). \quad (27)
\]

As \(FS(i - 1)\) is a full set of characteristics, there exists a vertex ordering \(l_s\) of \(V(G_{i-1})\) for which

\[
C_{X_{i-1}}(G_{i-1}, l_s) < C_{X_{i-1}}(G_{i-1}, l) \quad \text{and} \quad C_{X_{i-1}}(G_{i-1}, l_s) \in FS(i - 1).
\]

Let \((\lambda_s, A_s) = C_{X_{i-1}}(G_{i-1}, l_s).\) From Lemma 19, we have that there exists a \(m_s\) such that

\[
\text{Ins}(G_{i-1}, u, X_{i-1}, N, \lambda_s, A_s, j, m_s) < \text{Ins}(G_{i-1}, u, X_{i-1}, N, \lambda, A, j, m).
\]

From part (i) of Lemma 18, there exists \(\gamma_s, 0 \leq \gamma_s \leq |l_s|,\) such that

\[
\text{Com}(\text{Ins}(G_{i-1}, u, V(G_{i-1}), N, l_s, Q_{G_{i-1}, l_s}, \gamma_s, 1), X_i) = \text{Ins}(G_{i-1}, u, X_{i-1}, N, \lambda_s, A_s, j, m_s).
\]

Defining \(l'_s = l_s[1, \gamma_s] \cdot [u] \cdot l_s[\gamma_s + 1, |l_s|]\) and applying Lemma 17 we have that

\[
(l'_s, Q_{G_{i}, l'_s}) = \text{Ins}(G_{i-1}, u, V(G_{i-1}), N, l_s, Q_{G_{i-1}, l_s}, \gamma_s, 1)
\]

and therefore,

\[
C_{X_i}(G_i, l'_s) = \text{Com}(l'_s, Q_{G_{i}, l'_s}, X_i) = \text{Com}(\text{Ins}(G_{i-1}, u, V(G_{i-1}), N, l_s, Q_{G_{i-1}, l_s}, \gamma_s, 1), X_i). \quad (30)
\]

From (29) and (30) we have that \(C_{X_i}(G_i, l'_s) = \text{Ins}(G_{i-1}, u, X_{i-1}, N, \lambda_s, A_s, j, m_s).\) Since \((Q_{G_{i-1}, l_s}) \in FS(i - 1)\) we obtain \(C_{X_i}(G_i, l'_s) \in FS(i).\) Finally, combining relations (26)–(30) we conclude that \(C_{X_i}(G_i, l'_s) < C_{X_i}(G_i, l').\) \(\square\)

### 3.3. A full set for a forget node

We now consider the case where \(X_i\) is a forget node. We provide an algorithm that given a full set of characteristics \(FS(i - 1)\) for \(X_{i-1},\) computes a full set of characteristics \(FS(i)\) for \(X_i.\) We start by defining the deletion procedure \(\text{Del}\) (see Fig. 7) that operates inversely to the insertion procedure \(\text{Ins}.\)

The following lemma is a direct consequence of the definitions of the procedures \(\text{Com}\) and \(\text{Del}.

**Lemma 21.** Let \((l, R)\) be a characteristic of a given graph \(G\) and let \(V \subseteq V(l).\) Then, for any \(v \in V,\) \(\text{Com}(l, R, V - \{v\}) = \text{Del}(\text{Com}(l, R, V), v).\)

Observe that Lemma 21 provides an alternative recursive definition of the procedure \(\text{Com}\), based on the procedure \(\text{Del}\).

The following monotonicity result is a direct consequence of Lemma 12.
Procedure Del\((G, v, S, \lambda, A)\).

Input: A graph \(G\), a vertex \(v\), a set \(S \subseteq V(G)\) an \(S\)-characteristic \((\lambda, A)\), where \(v \in V(\lambda)\), of some vertex ordering of \(G\).

Output: An \(S\)-characteristic \((\lambda', A')\).

Assume that \(\lambda = [u_1, \ldots, u_\rho]\) and \(j = \text{rank}_\lambda(v)\).

1: \(\lambda' \leftarrow \lambda(1, j - 1) \cdot \lambda(j + 1, \rho)\).
2: \(A' \leftarrow A[0, j - 2] \cdot [r(A(j - 1) \cdot A(j))] \cdot A[j + 1, \rho]\).
3: Output \((\lambda', A')\).
4: End.

Fig. 7. Procedure Del.

Lemma 22. Let \((l_i, R_i), i = 1, 2,\) be two characteristic of a given graph \(G\). If \((l_2, R_2) \prec (l_1, R_1)\), then for any \(u \in V(l_1)\), \(\text{Del}(l_2, R_2, u) \prec \text{Del}(l_1, R_1, u)\).

Now we can give an algorithm (algorithm Forget-Node given in Fig. 8) that, for any forget node \(X_i\), computes a full set of characteristics for the graph \(G_i\), given a full set of characteristics for the graph \(G_{i-1}\).

Lemma 23. If \(FS(i - 1)\) is a full set of \(X_{i-1}\)-characteristics then the set \(FS(i)\) constructed by the Forget-Node algorithm is a full set of \(X_i\)-characteristics for \(G_i\).

Proof. Let \(u \in X_{i-1}\) be the forgotten vertex. As \(G_i = G_{i-1}\) we will use the unifying notation \(\hat{G}\) for both of them. We start proving that \(FS(i)\) is a set of \(X_i\)-characteristics for \(\hat{G}\). We need to prove that, for any \((\lambda', A') \in FS(i)\), there exists a vertex ordering \(l\) of \(\hat{G}\) where

\[
CX_i(l, \hat{G}) = \text{Com}(l, Q_{\hat{G}, i}, X_{i-1}) = (\lambda', A').
\]

As \((\lambda', A')\) has been constructed by the procedure Forget-Node there must exists a \(X_{i-1}\)-characteristic \((\lambda, A) \in FS(i - 1)\) such that

\[
(\lambda', A') = \text{Del}(\lambda, A, u).
\]

As \((\lambda, A) \in FS(i - 1)\), there exists a vertex ordering \(l\) of \(\hat{G}\) such that

\[
(\lambda, A) = \text{Com}(l, Q_{\hat{G}, i}, X_{i-1})
\]

Algorithm Forget-Node.

Input: A full set of characteristics \(FS(i - 1)\) for \(G_{i-1}\).

Output: A full set of characteristics \(FS(i)\) for \(G_i\).

1: Initialize \(FS(i) = \emptyset\) and let \(u\) be the forget vertex of \(G_i\).
2: For any \((\lambda, A) \in FS(i - 1)\) do
3: \(FS(i) \leftarrow FS(i) \cup \{\text{Del}(\lambda, A, u)\}\).
4: Output \(FS(i)\).
5: End.

Fig. 8. The algorithm to compute a full set of characteristics for a forget node.
and therefore, from (31) and (32) we have

\[(\lambda', A') = \text{Del}(\text{Com}(l, Q_{\hat{G}, l}, X_{i-1}), u)\]  

(33)

and using (33) and Lemma 21 we have that

\[C_{X_i}(\hat{G}, l) = \text{Com}(l, Q_{\hat{G}, l}, X_i) = (\lambda', A').\]

We will now prove that \(FS(i)\) is a full set of \(X_i\)-characteristics for \(\hat{G}\). Let \(l\) be a vertex ordering of \(\hat{G}\) of cutwidth at most \(k\). We will show that there exists a vertex ordering \(l_*\) of \(\hat{G}\) such that

\[C_{X_i}(\hat{G}, l_*) \prec C_{X_i}(\hat{G}, l)\]

and \(C_{X_i}(\hat{G}, l_*) \in FS(i)\).

From Lemma 21 we have that

\[C_{X_i}(\hat{G}, l) = \text{Com}(l, Q_{\hat{G}, l}, X_i) = \text{Del}(\text{Com}(l, Q_{\hat{G}, l}, X_{i-1}), u)\].  

(34)

As \(FS(i-1)\) is a full set of characteristics, there exists a vertex ordering \(l_*\) of \(V(\hat{G})\) such that \(C_{X_{i-1}}(\hat{G}, l_*) \in FS(i-1)\) and \(C_{X_{i-1}}(\hat{G}, l_*) \prec C_{X_{i-1}}(\hat{G}, l)\) or, equivalently,

\[\text{Com}(l_*, Q_{\hat{G}, l_*}, X_{i-1}) \prec \text{Com}(l, Q_{\hat{G}, l}, X_{i-1})\].  

(35)

Using now Lemma 22 we can rewrite (35) as follows.

\[\text{Del}(\text{Com}(l_*, Q_{\hat{G}, l_*}, X_{i-1}), u) \prec \text{Del}(\text{Com}(l, Q_{\hat{G}, l}, X_{i-1}), u)\].  

(36)

Applying again Lemma 21 we have that

\[C_{X_i}(\hat{G}, l_*) = \text{Com}(l_*, Q_{\hat{G}, l_*}, X_i) = \text{Del}(\text{Com}(l_*, Q_{\hat{G}, l_*}, X_{i-1}), u)\].  

(37)

Combining now (34), (36), and (37), we have that \(C_{X_i}(\hat{G}, l_*) \prec C_{X_i}(\hat{G}, l)\). Finally as

\[C_{X_{i-1}}(\hat{G}, l_*) \in FS(i-1)\],

the output of \(\text{Del}(\text{Com}(l_*, Q_{\hat{G}, l_*}, X_{i-1}), u)\) will be one of the characteristics included in \(FS(i)\). And we conclude \(C_{X_i}(\hat{G}, l_*) \in FS(i)\).  

\(\Box\)

4. Computing a vertex ordering

Suppose now that, given a path decomposition \(X = [X_1, \ldots, X_r]\) of \(G\) with bounded width, after running the algorithm Check-Cutwidth, described in the previous section, we know that a graph \(G\) has cutwidth at most \(k\), i.e., the computed set \(FS(r)\) is not empty. We describe now a way to further construct a vertex ordering of \(G\) with cutwidth at most \(k\), and the modifications and additions needed to perform to the algorithm Check-Cutwidth, we refer to the extended algorithm as Layout-Cutwidth. By observing the execution of the Check-Cutwidth algorithm, it follows that there exist a sequence of characteristics, \((\lambda_1, A_1), (\lambda_2, A_2), \ldots, (\lambda_r, A_r)\), that we call a witness path, such that

1. \((\lambda_1, A_1) = ([x_{\text{start}}], [0], [0]))\) is the unique characteristic of the unique vertex ordering of \(G_1\),
2. \((\lambda_r, A_r)\) is some characteristic in \(FS(r)\), and
(3) For any \( h, 1 \leq h \leq n - 1 \), the characteristic \((\lambda_{h+1}, A_{h+1})\) was constructed after a call of either Introduce-Node or Forget-Node with input \((\lambda_h, A_h)\).

Let us show how to compute a layout with cutwidth at most \( k \), in linear time, given a witness path 

\[(\lambda_1, A_1), (\lambda_2, A_2), \ldots, (\lambda_r, A_r)\].

For any \( h, 1 < h < r \), let \( l_h \) be a vertex ordering such that \( C_{X_h}(G_h, l_h) = (\lambda_h, A_h) \). Assume that

\[ l_h = [v^h_1, \ldots, v^h_{|l_h|}] \quad \text{and} \quad A_h = [A^h_0, \ldots, A^h_{|A_h|}] \quad \text{where} \quad A^h_j = [a^h_{j,1}, \ldots, a^h_{j,|A_h|}].\]

Notice that any element \( a^h_{j,1} \) of \( A^h_0 \) \( \ldots \) \( A^h_{|A_h|} \) is determined by a pair \( (j, m) \) of indices where \( 0 \leq j \leq |A_h| \) and \( 1 \leq m \leq |A_j| \). We denote as \( P_h \) the set containing all these pairs.

Let \( \kappa \) be the minimum number such that \( h < \kappa \leq r \) and \( X_\kappa \) is an introduce node (\( \kappa \) is well defined as \( X_r \) is an introduce node and \( h < r = |X| \)). We set \( \{u^h\} = X_h - X_{\kappa} \) and \( N_h = N_{G_\kappa}(u^h) \). Now we define a mapping \( \phi_h : P_h \rightarrow \{0, 1, \ldots, |l_h|\} \) such that \( \phi_h(j, m) = \gamma \) implies that

\[
\text{Introduce-Node}(G_h, u^h, X_h, N_h, \lambda_h, A_h, j, m)
\]

\[= \text{Com}(\text{Introduce-Node}(G_h, u^h, V(G_h), N_h, l_h, QG_h, l_h), \gamma, 1), X_h). \quad (38)\]

Our definition is recursive. We assume that for some \( h, 1 \leq h \leq r - 1, l_h \) and \( \phi_h \) are known. We will show that \( l_{h+1}, \phi_{h+1} \) can be defined recursively and computed in \( O(1) \) time.

We first examine the case where \((\lambda_{h+1}, A_{h+1})\) was computed after a call of Introduce-Node. This means that \( \kappa = h + 1 \) and that \( \{u^h\} = X_{h+1} - X_h \) and \( N_h = N_{G_{h+1}}(u^h) \).

Clearly, \((\lambda_{h+1}, A_{h+1}) = \text{Introduce-Node}(G_h, u^h, X_h, N_h, \lambda_h, A_h, j, m)\) for some choice of \( j \) and \( m \) where \( 0 \leq j \leq |A_h| \) and \( 1 \leq m \leq |A(j)| \). From (38) and the proof of Lemma 20, we derive the following:

If \( \gamma = \phi_h(j, m) \), then by setting \( l_{h+1} = l_h[1, \gamma] \cdot [u^h] \cdot l_h[\gamma + 1, |l_h|] \), we get \( C_{X_{h+1}}(G_{h+1}, l_{h+1}) = (\lambda_{h+1}, A_{h+1}) \).

If we now take in mind the rearrangement of the indices occurring during step 1 of the procedure \( \text{Introduce-Node} \) as it is applied on \((\lambda_h, A_h)\) and \((l_h, QG_h, l_h)\) to (38) we have that

\[
\mathcal{P}_{h+1} = \{0, 1\} \cup \cdots \cup \{(j-1, 1), \ldots, (j-1, |A_{j-1}|)\}
\]

\[\cup \{j, 1\} \cup \cdots \cup \{(j+1, 1), \ldots, (j+1, |A_j| - m + 1)\}
\]

\[\cup \{j+2, 1\} \cup \cdots \cup \{(j+2, |A_{j+1}|)\}
\]

\[\cup \{(j+3, 1), \ldots, (j+3, |A_{j+2}|)\} \cup \cdots \cup \{(j+3, |A_{j+2}|)\}
\]

\[\cup \{(|A_h| + 1), \ldots, (|A_h| + 1, |A_{|A_h|})\} \cup \cdots \cup \{(|A_h| + 1, |A_{|A_h|})\}\]
and, we can define $\phi_{h+1}$ as

$$
\phi_{h+1}(v, \xi) = \begin{cases} 
\phi_h(v, \xi) & \text{if } v < j + 1, \\
\gamma + 1 & \text{if } v = j + 1 \text{ and } \xi = 1, \\
\phi_h(j, m + \xi - 1) + 1 & \text{if } v = j + 1 \text{ and } \xi > 1, \\
\phi_h(v - 1, \xi) + 1 & \text{if } v > j + 1
\end{cases}
$$

and, therefore the required condition holds.

Suppose now that $(\lambda_{h+1}, A_{h+1})$ was computed after a call of \text{Forget-Node}. Assume

$$
\lambda_h = [v_1, \ldots, v_j, \ldots, v_{|\lambda_h|}]
$$

where $v_j$ is the forgotten vertex. Clearly, the new vertex ordering $l_{h+1}$ is the same as $l_h$. Taking now in mind the outputs of $\text{Del}(\lambda_h, A_h, v_j)$ and $\text{Del}(l_h, Q_{G_{h,l_h}, v_j})$, the new index set is

$$
P_{h+1} = \left\{ (0, 1), \ldots, (0, |A_h^h|) \right\} \cup \cdots \cup \left\{ (j - 2, 1), \ldots, (j - 2, |A_{j-2}^{j-2}|) \right\}
$$

$$
\cup \left\{ (j - 1, 1), \ldots, (j - 1, |A_h(j - 1) \cdot A_h(j)|) \right\}
$$

$$
\cup \left\{ (j, 1), \ldots, (j, |A_{j+1}^h|) \right\} \cup \cdots \cup \left\{ (|A_h| - 1, 1), \ldots, (|A_h| - 1, |A_{|A_h|}^h|) \right\}
$$

and the function $\phi_{h+1}$ is obtained by setting

$$
\phi_{h+1}(v, \xi) = \begin{cases} 
\phi_h(v, \xi) & \text{if } v < j - 1, \\
\phi_h(j - 1 + \sigma, \xi) & \text{if } v = j - 1, \\
\phi_h(v + 1, \xi) - 1 & \text{if } v > j - 1
\end{cases}
$$

where $(\sigma, \psi) = \delta((A_h(j - 1), A_h(j)), \xi))$. Clearly, the function $\phi_{h+1}$ verifies the required conditions.

If at each time a new characteristic is computed, we set up a pointer to the characteristic it was constructed from, we obviously have a suitable structure for constructing also a witness path in linear time. We will also maintain a data structure associating the position (determined by the pair $(j, m)$) of each element $a_{m,j}^h$ of a typical sequence $A_j^h$ of $A_h$ with the value $\gamma = \phi_h(a_{m,j}^h)$, $0 \leq \gamma |l_h|$. Furthermore, from the definitions, $l_{h+1}$ and $\phi_{h+1}$ can be computed in $O(1)$ time from $l_h$ and $\phi_h$. Therefore, as $l_1 = [|X_{\text{start}}|]$ and $\phi_1(0, 1) = 0$ and $\phi_1(1, 1) = 1$, we are able to construct in time linear in $|X|$, a vertex ordering $l = l_1$ such that $C_{X_r}(G_r, l_r) \in FS(r)$.

Notice that, because of Lemma 15, the algorithms \text{Introduce-Node} and \text{Forget-Node} run in $O(1)$ time when $k$ and $w$ are fixed. We summarize the results of the previous subsections in the following.

\textbf{Theorem 24.} For all $k, w \geq 1$, the Layout-Cutwidth algorithm, with input a graph $G$ and a path decomposition $X = [X_1, \ldots, X_r]$ of $G$ with width at most $w$, computes whether the cutwidth of $G$ is at most $k$ and, if so, constructs a vertex ordering of $G$ with cutwidth at most $k$, in $O(n + r)$ time.

According to the results in [7] and [3], one can construct, for any $k$, a linear time algorithm that decides whether the pathwidth of a graph is at most $k$ and, in case of a positive answer, outputs the corresponding path decomposition. Combining this fact with Lemma 2 and Theorem 24, we derive the following:
Theorem 25. For all \( k \geq 0 \), it is possible to construct an algorithm, that given a graph \( G \), computes whether the cutwidth of \( G \) is at most \( k \) and, if so, constructs a vertex ordering of \( G \) with minimum cutwidth in \( O(n) \) time.

5. Final remarks

It is known (e.g., see [9]) that graphs with maximum degree bounded by \( \Delta \) and pathwidth bounded by \( w \) have cutwidth bounded by \( w\Delta \). Therefore, our result implies a linear time algorithm for computing the cutwidth for graphs where both maximum degree and pathwidth are bounded by a constant.

Moreover, one can easily observe that, in the more general case where pathwidth \((G)\) is at most \( w \) and the maximum degree of \( G \) is at most \( \beta \cdot \log n \), for some \( \beta \geq 0 \), Lemma 15 bounds the number of different characteristics by \( O((w+1)!((\frac{3}{4})^w+1)n^{2\beta w(w+1)}) \). The complexity of the algorithm Introduce-Node is \( O((w+1)!((\frac{3}{4})^w+1)n^{2\beta w(w+1)}) \) as step 2 requires \( O((w+1)!((\frac{3}{4})^w+1)n^{2\beta w(w+1)}) \) repetitions, step 3 requires \( O(w) \) repetitions, step 4 requires \( O(n) \) repetitions, and the call of the procedure Ins in step 5 requires \( O(w) \) steps. Similarly, the complexity of the algorithm Forget-Node is \( O((w+1)!((\frac{3}{4})^w+1)n^{2\beta w(w+1)}) \). Therefore, we can conclude that for any constants \( w \) and \( \beta \) there exists a polynomial time algorithm (i.e., \( O((w+1)!((\frac{3}{4})^w+1)n^{2\beta w(w+1)}) \)) that outputs a minimum cutwidth linear layout of any graph \( G \) with maximum degree \( \beta \cdot \log n \), \( \beta \geq 0 \) and pathwidth \( \leq w \), \( w \geq 0 \).

In the second part of this work [21] we provide a polynomial time algorithm that outputs a minimum cutwidth linear layout of any graph \( G \) where the maximum degree and the treewidth are fixed constants. The algorithm uses as subroutines the algorithms Introduce-Node and Forget-Node and its analysis is based on the definitions and the results of this paper. For an analogous result concerning the computation of pathwidth for graphs with bounded degree, see Section 7 of [5].
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