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ABSTRACT
Although there has been significant research into gender regarding educational and workplace practices, there has been little investigation of gender differences pertaining to problem solving with programming tools and environments. As a result, there is little evidence as to what role gender plays in programming tools—and what little evidence there is has involved mainly novice and end-user programmers in academic studies. This paper therefore investigates how widespread such phenomena are in industrial programming situations, considering three disparate programming populations involving almost 3000 people and three different programming platforms in industry. To accomplish this, we analyzed four industry “legacy” studies from a gender perspective, triangulating results against each other and against a new fifth study, also in industry. We investigated gender differences in software feature usage and in tinkering/exploring software features. Furthermore, we examined how such differences tied to confidence. Our results showed interesting, significant gender differences in all three factors—across all populations and platforms.
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INTRODUCTION
A modern concept in software design is pluralism—that is, the design of artifacts that “resist any single, totalizing, or universal point of view” [2]. Pluralism implies that designers can produce more inclusive designs through sensitivity to marginal or marginalized users. The concept of pluralism is in fact a central tenet of feminist HCI [2]. To inform the design of gender-pluralist software, we are investigating differences in the ways males and females perceive and use programming tools. Most prior work on gender differences in technology has emphasized practices in society and education. The possibility of gender issues within programming tools has received almost no attention.

However, a few researchers have recently begun to investigate such gender differences among populations of spreadsheet users and relatively novice programmers. Their results have shown differences in the features males and females used when performing programming tasks [4, 5, 6, 16, 24, 25]. For example, laboratory studies of spreadsheet debugging showed gender differences in feature usage, feature-related confidence, and tinkering (playful exploration) with features [4, 5, 6]. However, these academic studies involved populations with little programming experience. In this paper, we investigate whether these findings generalize—to industrial programming tools used across a wide spectrum of programming populations.

Investigating gender differences with programming tools matters for a number of reasons. First, if males and females work differently with programming tools, such differences would reveal a need to change programming environments to take this new understanding into account. Second, if such differences do exist, there is a solid scientific base that can tell us how to make such changes: extensive theoretical ammunition exists (discussed in the next section) that can provide a theory-driven foundation upon which to base design decisions and improvements. Finally, making such changes is likely to help both genders. Indeed, research has shown that studying the needs of one subpopulation can provide benefits that extend beyond that subpopulation [18]. For example, phenomena that affect large numbers of females may affect some males as well.

However, to investigate the generality of gender differences with programming tools across populations requires data about multiple populations and tools—a potentially prohibitively expensive undertaking. To address this problem, we leveraged data from multiple studies that had been conducted on industry-based programming populations ranging from end-user programmers, such as technical administrators, to professional software developers. We analyzed data from four of these studies, then ran a new study as a validity check. Finally, we triangulated across all five studies to
THEORETICAL BACKGROUND
We have pointed out the recent research in the realms of end-user programming and novice programming reporting gender differences (e.g., [4, 5, 16, 24, 25]). Underlying connections among these studies become more apparent when considered in the context of applicable theories, several of which help to explain such differences.

For example, gender differences related to problem solving approaches have been reported in psychology, marketing, and mathematics [3]. These differences have been linked to factors that, although individual in nature, tend to statistically cluster by gender. These factors include confidence, problem-solving style, and information-processing style.

One specific form of confidence is self-efficacy: a person’s confidence about succeeding given a specific task [1]. Self-efficacy is important in problem solving because it influences the use of cognitive strategies, amount of effort put forth, level of persistence, and strategies for coping with obstacles. Findings in the domain of computing report that lower self-efficacy impacts attitudes toward a new software package prior to its use [14], that females have lower self-efficacy than males in their ability to succeed at tasks in word processing, spreadsheets, file manipulation, and software management tasks [8, 30], and that females have low self-confidence in their ability to succeed at technical problem-solving and programming [19, 20]. In the area of end-user debugging of spreadsheets, females displayed unwarrantedly low levels of self-efficacy [4]. This played out in their debugging behavior: self-efficacy predicted females’ willingness to try unfamiliar debugging features and females’ effectiveness in adopting such features [4].

Many gender differences have also been reported in problem-solving strategies—findings that seem highly pertinent to how males and females work with programming tools. For example, gender differences have been found in males’ and females’ preferred spreadsheet debugging strategies, and the debugging strategies with which males and females were most effective [28]; in spatial way-finding strategies [17]; in financial decision-making strategies [23]; and in mathematical problem-solving strategies [11, 12].

To solve problems, people often need to process new information. Gender differences in information processing style have been studied extensively in the field of marketing. In particular, the Selectivity Hypothesis [21] predicts that females are more likely to use comprehensive information processing, attending to details and how they fit together in the overall picture. In contrast, the theory predicts that males will follow up on information selectively, focusing on one related cue found, and pursuing it in depth before trying to attend to the other details. Empirical studies support the theory (e.g., [21]); particularly relevant are those tying gender differences in information processing style to software-based tasks, such as with e-commerce web sites [27] and software-based auditing [22].

These theories suggest that gender differences are likely in technical problem solving approaches in programming settings. Such differences in turn suggest gender differences with programming tools’ features.

METHODOLOGY
This theoretical basis suggests that the previous academic findings about novice and end-user programmers may generalize. But what is an economically feasible approach for generalizing across multiple populations in industry?

To solve the problem of economic feasibility, we gathered data from over 20 studies previously conducted by a large software company. Our methodology for secondary analysis of these data combined (1) principled selection of data (as in case study methodology), (2) from only selected portions of multiple independent studies that used different instruments to collect the data (as in meta-analysis methodology), with (3) statistical techniques to account for potential covariance (as per statistical experiment methodology) and (4) a fresh study and triangulation across all studies for validity (as in mixed-method study methodology).

Principled Study Selection
The company provided access to over 20 previous studies. These candidates used multiple designs (some qualitative, some quantitative) and involved participants from multiple programming populations. As in case study methodology [32], we selected four of these studies using principles that followed naturally from our research questions:

RQ1: Are there gender differences across programming environments and populations as to which features males and females use?
RQ2: Are there gender differences across programming environments and populations as to willingness to tinker and explore?
RQ3: Are any such differences related to males’ or females’ technical problem-solving confidence?

These research questions served as the foundational principles we used to select studies. Thus, to be selected, a study must have collected gender data and also collected feature, tinkering, or confidence data. Additional principles were that a study needed to contribute populations or platforms beyond those previously collected (for generalization), needed to have been designed by empirical researchers or professionals (for validity), and, in the case of statistical studies, needed to collect sufficient gender data for statistical analysis (for viability). All selected studies had been completed within the 18 months prior to our investigation, which began in spring 2009. Table 1 summarizes the four studies that we selected according to these principles (#1–#4) as well as the new study we devised and conducted for validity (#5). In the discussion section, we also describe four studies that we did not select.
Principled Data Selection

Note that meta-analysis in the statistical sense was not a possibility, because there were no analyses to “meta”—the original studies did not analyze gender differences. However, we borrowed from meta-analysis methodology the method of selecting only the portions of these studies that related to our research questions. Specifically, we used the following portions of each study: background data on participants’ gender, technical background, job, experience, and age; and all data related to feature preference and usage (RQ1), tinkering or exploring technology (RQ2), and confidence in technical problem-solving tasks (RQ3). To reduce the risk of bias, we used only the study instruments—not the results—to decide which portions of the study met these criteria. Furthermore, we included any and all data that met our above criteria.

Analysis Methodology

Using previous studies that were not targeted at gender differences introduced statistical challenges. Therefore, our statistical procedure was to first identify potential confounds in background data by testing for significant differences in males’ versus females’ background attributes of age, experience levels, and the technical degree of job titles. Age did not turn out to be statistically significant in any of the studies, but in several the females were significantly less experienced or had significantly less technical job titles than males. We therefore used ANCOVA to factor in the effects of these covarying factors.

To handle the unequal sample sizes for males and females, we rank transformed the data before the ANCOVA analyses. Rank transformations add robustness to non-normality and resistance to outliers and unequal variance to ANOVA and ANCOVA [10]. These statistical methods amount to nonparametric tests, a common approach when parametric techniques are not robust to unequal sample sizes [26]. Some statistical researchers advise more sophisticated techniques [26], so as a double-check, we verified main results given-unequal-variance when the Levene test so indicated, as we explain in the results sections.

Central to our methodology’s validity is triangulation: whether the same results manifest themselves multiple times from multiple sources of evidence, including with the triangulation a fresh study as a further validity check. Our within-study triangulation is presented with each study, and between-study triangulation presented in a separate section.

STUDY #1: USERS OF THE IT-SUPPORT SITE

Study #1 emphasized technical problem-solving. It was an in-house survey of company employees who were users of a particular web-based IT-support site. Conducted by a product group to understand the needs of their target audience, the study gathered data about users’ technical problem-solving habits, attitudes toward technology, and specific techniques for technical problem solving. The survey, primarily consisting of Likert-style questions (5-point), proved ideal for addressing all three research questions, providing data regarding respondents’ feature preferences (RQ1), willingness to tinker (RQ2), and technical problem-solving confidence (RQ3).

104 people responded to the survey (72 male, 32 female). In analyzing the background data, we identified three potential confounds with gender: technical level of job, years of professional experience, and age. Participants’ jobs ranged from administrative users of technology (“Admin”) to user experience professionals (“UX”) to software project managers (“PM”) to professional software developers (“Dev”). To measure technical level of job, we coded each participant’s job title on an ordinal scale from 1 (least technical) to 4 (most technical). To validate our coding scheme, two researchers independently coded one-third of the data set. Their agreement rate exceeded 96%, differing on only 1 of the participants, so a single researcher finished the coding.

As Table 2 suggests, the study had potential confounds: a higher percentage of the females held less technical jobs (one-way ANOVA: \( F(1,102)=14.586, p<0.001 \)) and had fewer years of experience (one-way ANOVA: \( F(1,102)=6.027, p=0.016 \)). Age, however, did not differ significantly. Thus, we use one-way ANCOVAs, with gender as the fixed factor and job and experience as the covariates, in the remainder of this section.

### IT-Support Users RQ1 and RQ2: Features and Tinkering

Two questions on the survey related to feature preferences (RQ1). One question asked participants to check off from a list all the applications installed on their work computer. One way to view an application is as a set of features, so we used that question as one indication of participants’ interest in employing a variety of features. We counted up the number of applications participants had installed, then binned these into three groups: 1–4, 5–8, 9–12 applications installed. (No participant indicated more than 12.) Even ac-

<table>
<thead>
<tr>
<th>Study</th>
<th>Type</th>
<th>Programming Population</th>
<th>Females</th>
<th>Males</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Survey</td>
<td>IT-Support Users</td>
<td>32</td>
<td>72</td>
<td>104</td>
</tr>
<tr>
<td>#2</td>
<td>Survey</td>
<td>Hobbyists</td>
<td>112</td>
<td>2367</td>
<td>2479</td>
</tr>
<tr>
<td>#3</td>
<td>Field Interviews</td>
<td>Hobbyists</td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>#4</td>
<td>Survey</td>
<td>Professional Developers</td>
<td>23</td>
<td>134</td>
<td>157</td>
</tr>
<tr>
<td>#5</td>
<td>Survey</td>
<td>Beta-Testing Professional Developers</td>
<td>96</td>
<td>144</td>
<td>240</td>
</tr>
</tbody>
</table>

Table 1: The populations and studies.
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<th>Programming Population</th>
<th>Females</th>
<th>Males</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Survey</td>
<td>IT-Support Users</td>
<td>32</td>
<td>72</td>
<td>104</td>
</tr>
<tr>
<td>#2</td>
<td>Survey</td>
<td>Hobbyists</td>
<td>112</td>
<td>2367</td>
<td>2479</td>
</tr>
<tr>
<td>#3</td>
<td>Field Interviews</td>
<td>Hobbyists</td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>#4</td>
<td>Survey</td>
<td>Professional Developers</td>
<td>23</td>
<td>134</td>
<td>157</td>
</tr>
<tr>
<td>#5</td>
<td>Survey</td>
<td>Beta-Testing Professional Developers</td>
<td>96</td>
<td>144</td>
<td>240</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Technical Level*</th>
<th>Years of Experience</th>
<th>Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>Females (N=32)</td>
<td>1.75 (.984)</td>
<td>6.88 (5.912)</td>
<td>36.00 (10.084)</td>
</tr>
<tr>
<td>Males (N=72)</td>
<td>2.62 (1.092)</td>
<td>9.92 (5.774)</td>
<td>33.75 (8.717)</td>
</tr>
</tbody>
</table>

Table 2: Means (SDs) of IT-Support participant backgrounds in Study #1. Medians are also shown for categorical data.
counting for differences in experience and job title, the results indicated a significant difference between genders. Table 3’s top row summarizes the analysis results, and Fig. 1a shows the distribution. Thus, accounting for differences in job and experience, the females used fewer applications (feature sets) than males did.

The other feature-related question asked participants about wizards. The results showed that females favored wizards significantly more than males. The analysis is given in Table 3, and Fig. 1b shows the distribution. As with the other results presented here, this gender difference was not due to job or experience. For example, Fig. 2 shows its persistence across job titles.

The survey included questions about willingness to tinker and explore (RQ2), and ANCOVA analyses showed significant gender differences on all such questions. For example, females agreed significantly more with feature-conservative questions (e.g., “I only learn the technology I have to know to perform my duties”) and significantly less with questions about enjoying feature exploration (e.g., “I enjoy piloting/dogfooding next-generation technology”). Table 3 shows the detailed statistical results. Figs. 1c and 1d show two of the distributions. Experience was also significant for one question, “prefer established technology” ($F(1,97)=4.06, p=0.047$), but neither job nor experience were significant for any of the other questions.

In summary, the females in this survey used significantly fewer features than the males and were significantly more enthusiastic about wizard features. Females also had less interest in tinkering and exploring new features than males did. Although experience was significant in 1 of the 7 outcomes, gender was significant in all 7.

**IT-Support Users RQ3: Confidence**

The survey asked two Likert questions relating to confidence: whether respondents perceived themselves to be experts, and whether they thought others perceived them as experts. Taking covariates into account, one-way ANCOVAs with gender as the fixed factor and job and experience as covariates showed significant differences for gender. (Self perception: $M_{male}=3.13$, $M_{female}=1.97$; $F(1,97)=15.326$, $p<0.0010$. Others’ perception: $M_{male}=3.31$, $M_{female}=2.25$; $F(1,97)=9.265$, $p=0.003$.) Not surprisingly, differences were also significant by job, with less technical job holders’ confidence lower (self perception: $F(1,97)=4.829$, $p=0.03$; others’ perception: $F(1,97)=12.983$, $p=0.001$).

We then correlated males’ and females’ confidence responses with their expressed interest in features and tinkering (Table 4). In some cases, confidence alone seemed at least partially tied to attitudes toward feature usage and tinkering for both males and females. For example, participants’ perceptions of their own expertise were significantly correlated with their propensity to explore technology, to avoid learning technology not needed for their duties, and to pilot next-generation technology.

<table>
<thead>
<tr>
<th>Question (RQ)</th>
<th>Male M</th>
<th>Male SD</th>
<th>Female M</th>
<th>Female SD</th>
<th>df</th>
<th>$F$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apps installed (1)</td>
<td>7.32</td>
<td>2.58</td>
<td>6.31</td>
<td>2.25</td>
<td>199</td>
<td>6.30</td>
<td>0.014</td>
</tr>
<tr>
<td>Prefer wizards (1)</td>
<td>2.69</td>
<td>0.96</td>
<td>3.53</td>
<td>1.05</td>
<td>199</td>
<td>9.33</td>
<td>0.003</td>
</tr>
<tr>
<td>Exploring technology (2)</td>
<td>4.13</td>
<td>0.93</td>
<td>3.44</td>
<td>1.13</td>
<td>199</td>
<td>7.03</td>
<td>0.009</td>
</tr>
<tr>
<td>Only learn tech (2)</td>
<td>1.99</td>
<td>1.17</td>
<td>2.75</td>
<td>1.39</td>
<td>199</td>
<td>5.90</td>
<td>0.017</td>
</tr>
<tr>
<td>Piloting new tech (2)</td>
<td>3.94</td>
<td>1.11</td>
<td>3.00</td>
<td>1.37</td>
<td>199</td>
<td>7.37</td>
<td>0.008</td>
</tr>
<tr>
<td>Using workarounds (2)</td>
<td>4.14</td>
<td>0.97</td>
<td>3.65</td>
<td>1.08</td>
<td>199</td>
<td>4.74</td>
<td>0.032</td>
</tr>
<tr>
<td>Prefer established tech (2)</td>
<td>3.23</td>
<td>0.91</td>
<td>3.78</td>
<td>1.04</td>
<td>199</td>
<td>6.63</td>
<td>0.012</td>
</tr>
</tbody>
</table>

Table 3: IT-Support users (Study #1) ANCOVAs for RQ1 and RQ2. Gender was the independent variable, technical level of job and experience were covariates. Significant differences are highlighted with darker backgrounds.

**Figure 1:** Male and female IT-Support participants’ attitudes toward features and tinkering. Females: light, males: dark.

- (a) Females reported using fewer applications (feature sets) at work than males.
- (b) Females were more enthusiastic than males about wizards.
- (c) Females were less enthusiastic than males about piloting new technologies.
- (d) Females centered at neutral about learning technology only if needed, but males centered on disagreeing.

Boxplot formats: The thick middle lines represent medians. The boxes contain half of the responses. The whiskers show the range of the rest, except for outliers, which are shown as dots and stars beyond the whiskers.

**Figure 2:** The gender-pairs of boxplots by job show that female IT-Support participants in every job type had greater interest in wizards than their male peers in the same job type.
As Fig. 3 and Table 5 show, similar to the IT-support feature significantly more than the males ($p=0.003$).

Females also favored beginner-level features more than males did. In fact, 45% of the females picked beginner-level, 21% picked intermediate features, and only 13% picked advanced-level features. As Table 5 shows, significantly more females than males ranked beginner-level features in the top three ($p<0.001$), and significantly fewer females than males ranked advanced-level features in the top three ($p=0.008$). Both genders expressed interest in starter kits (48% of females and 39% of males), but females’ interest bordered on being significantly stronger ($p=0.054$).

Table 5 also shows that males wanted features for different programming tasks than females. 30% of males wanted Windows-development features as opposed to 19% of females—a significant difference ($p=0.022$). Also, 34% of males picked controls and programming APIs as opposed to 17% of females—again, statistically significant ($p=0.001$).

Recall, these gender differences were between male and female programming hobbyists—a population that seems by definition to be interested in exploring new technologies. The fact that this population of self-identified programming enthusiasts still showed significant gender differences in

<table>
<thead>
<tr>
<th>Feature/Tinkering Question</th>
<th>Confidence</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r_s$</td>
<td>$p$</td>
<td>$r_s$</td>
</tr>
<tr>
<td>Prefer wizards</td>
<td>0.389</td>
<td>0.001</td>
<td>0.227</td>
</tr>
<tr>
<td>Exploring tech.</td>
<td>0.352</td>
<td>0.002</td>
<td>0.355</td>
</tr>
<tr>
<td>Only use required tech.</td>
<td>-0.268</td>
<td>0.023</td>
<td>-0.388</td>
</tr>
<tr>
<td>Piloting new tech.</td>
<td>0.501</td>
<td>&lt;0.001</td>
<td>0.584</td>
</tr>
<tr>
<td>Using workarounds</td>
<td>0.302</td>
<td>0.010</td>
<td>0.143</td>
</tr>
<tr>
<td>Prefer proven tech.</td>
<td>0.444</td>
<td></td>
<td>0.444</td>
</tr>
</tbody>
</table>

Table 4: Correlations tested with the non-parametric Spearman’s rho test from the IT-Support study. ($r_s$ values shown for significant results only.)

Interestingly, some of the outcomes that one might expect to be due to confidence were not tied to confidence. For example, Spearman’s rho showed no significant relationship, for either males or females, between confidence and preference for established technology. Likewise, it showed no correlation between confidence and females’ propensity to devise workarounds for problem solving. Most strikingly, interest in wizards, although related to confidence for males, was not significantly confidence-related for females.

In summary, the females were less confident than the males, and some feature/tinkering preferences did seem tied to this confidence difference. However, confidence was not implicated in some of their preferences.

**STUDIES #2 AND #3: HOBBYIST DEVELOPERS**

Two of our selected studies focused on *hobbyist developers*, who program in Visual Studio Express. We first present the hobbyist survey, followed by the field-interview study.

**Hobbyist Users of Visual Studio Express**

Visual Studio Express publicity targets “first-time or casual” users. The company surveyed 2517 such Visual Express users outside the company (112 female, 38 did not reveal their gender), who responded to questions about Visual Studio Express. In this study, we did not include covariates in our statistical model because a one-way ANOVA revealed no significant gender difference in any of the relevant background factors.

Although the survey did not relate to RQ2 or RQ3, the survey elicited a feature “wish list” directly pertinent to RQ1. That question asked respondents to choose their top three wish list picks from a set of 13 possible choices. We analyzed the eight features that were selected by at least 20% of males or 20% of females. We partitioned these eight features into three categories: wizards (1 feature), expertise-related (4 features: starter kits, beginner, intermediate, advanced), and task-related (3 features: controls and APIs, web development, Windows development).

Table 5 summarizes one-way ANOVA results for each feature, grouped by category. The feature’s presence in the top three served as dependent variable, and gender served as independent variable.

As Fig. 3 and Table 5 show, similar to the IT-support fe-

<table>
<thead>
<tr>
<th>Feature Type (RQ1)</th>
<th>Proportion</th>
<th>$F$</th>
<th>$df$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wizards</td>
<td>0.19</td>
<td>0.32</td>
<td>8.98</td>
<td>1, 2238</td>
</tr>
<tr>
<td>Starter kits</td>
<td>0.39</td>
<td>0.48</td>
<td>3.69</td>
<td>1, 2238</td>
</tr>
<tr>
<td>Beginner</td>
<td>0.26</td>
<td>0.45</td>
<td>17.87</td>
<td>1, 2238</td>
</tr>
<tr>
<td>Intermediate</td>
<td>0.26</td>
<td>0.21</td>
<td>1.19</td>
<td>1, 2238</td>
</tr>
<tr>
<td>Advanced</td>
<td>0.24</td>
<td>0.13</td>
<td>7.02</td>
<td>1, 2238</td>
</tr>
<tr>
<td>APIs</td>
<td>0.34</td>
<td>0.17</td>
<td>11.70</td>
<td>1, 2238</td>
</tr>
<tr>
<td>Web dev.</td>
<td>0.28</td>
<td>0.29</td>
<td>0.07</td>
<td>1, 2238</td>
</tr>
<tr>
<td>Windows dev.</td>
<td>0.30</td>
<td>0.19</td>
<td>5.21</td>
<td>1, 2238</td>
</tr>
</tbody>
</table>

Table 5: Study #2 ANOVA analysis of differences in male and female hobbyists’ feature picks.
their feature picks makes a particularly strong statement.

**Hobbyist Field Interviews**
In tandem with the survey, a company researcher interviewed six hobbyist developers. Three were beginners (1 female), and three were intermediate-level programmers (1 female). None were professional programmers. We qualitatively analyzed the interview transcripts as well as the original analyst’s notes. The interviews related to two of our research questions, RQ2 and RQ3.

With regard to tinkering and exploring (RQ2), the interviews with the males were remarkably consistent with the other studies’ statistical results. All four males, regardless of expertise, described themselves as geeks, tech enthusiasts, or tinkerers. Even Lew (a fictional name), who wanted “technology to be a tool, not an end in itself” was a tinkerer: “I don’t understand every single knob, but I have a good idea what it would do… You learn so much more by screwing up.” In contrast, even among these hobbyists, the females were divided about tinkering. Alison (the female intermediate) was a tinkerer, but Lisa, the female beginner was not eager to tinker or explore. Her reasoning came down to cost/benefit: “once you get used to one product, you don’t really want to go learn a whole new product.”

Regarding RQ3, both females mentioned low confidence. Lisa did so repeatedly. Even Alison, who expressed keen interest in programming (“you have to care about the code”), described Visual Studio as “really intimidating…like fifty million things you can click on the first page.” In contrast, none of the males hinted at any lack of confidence in their technical abilities.

**STUDY #4: PROFESSIONAL DEVELOPERS**
A survey (mostly 7-point Likert-style questions) of professional developers’ work habits and their programming tools was relevant to RQ1 (feature usage). The 157 respondents (23 female) were all employees of the company.

Males and females reported no significant difference in their time allocations to various programming activities (e.g., writing vs. understanding vs. testing code). However, the females had significantly fewer years programming experience (one-way ANOVA: $F(1,155)=15.693, p<0.001$). The females were also somewhat younger than the males (one-way ANOVA: $F(1,155)=3.13, p=0.071$). Because age was marginal, we performed two separate analyses: one that took both experience and age as covariates, and another with only experience as a covariate. The age (marginal) covariate neither contributed to any of the models’ fits nor significantly impacted the results; thus, our analyses used experience as the sole covariate.

The survey contained four questions about which programming environment the developers had been using over the previous week for four types of development tasks: writing new code, understanding existing code, editing existing code, and unit testing code. There were also corresponding questions about the most effective programming environment (Visual Studio) versus other products.

---

**Figure 4. Top:** In Study #4, female professionals allocated most of their time to one environment when editing existing code, whereas males spread their attention over several. **Bottom:** Females had significantly higher ratings of the effectiveness of Visual Studio when writing new code. (Graphs of the other questions are almost identical to these.)

<table>
<thead>
<tr>
<th>Question (RQ)</th>
<th>Male</th>
<th>Female</th>
<th>df</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Writing new code: % time spent using VS</td>
<td>0.46</td>
<td>0.46</td>
<td>0.78</td>
<td>0.36</td>
<td>1,119</td>
</tr>
<tr>
<td>VS is effective</td>
<td>2.01</td>
<td>1.36</td>
<td>1.17</td>
<td>0.39</td>
<td>1.89</td>
</tr>
<tr>
<td>Understanding new code: VS is effective</td>
<td>2.22</td>
<td>1.31</td>
<td>1.60</td>
<td>0.63</td>
<td>1.99</td>
</tr>
<tr>
<td>Editing existing code: % time spent using VS</td>
<td>0.46</td>
<td>0.46</td>
<td>0.84</td>
<td>0.30</td>
<td>1,125</td>
</tr>
<tr>
<td>VS is effective</td>
<td>2.01</td>
<td>1.17</td>
<td>1.23</td>
<td>0.44</td>
<td>1.92</td>
</tr>
<tr>
<td>Unit testing: VS debugger vs. other products</td>
<td>Count: VS 228 Other 44</td>
<td>Count: VS 28 Other 1</td>
<td>N/A</td>
<td>N/A</td>
<td>0.096 (two-tailed)</td>
</tr>
</tbody>
</table>

Table 6: Results from Study #4 of ANCOVA (top rows) and Fisher’s Exact Test (bottom row) for survey questions pertaining to RQ1 regarding attitudes toward company’s usual environment (Visual Studio) versus other products.
As in the other studies, the analysis used one-way ANCOVAs on rank-transformed data to account for unequal sample sizes and variances, with gender as the independent variable and experience as covariate. However, for unit testing, in which only 1 female used other products, the analysis required Fisher’s exact test, which is suitable for such small sample sizes. The results showed that females used Visual Studio (a “standard” environment in that company’s practices) for a greater proportion of these tasks than males. In addition, females rated that programming environment higher in terms of its effectiveness for these tasks. Table 6 shows the statistics for each of these questions, and Fig. 4 (bottom) graphs a sample of these results.

The result that females in this study, who were engaged in the same sorts of tasks as the males, liked and used Visual Studio significantly more than the males suggests that the females had different feature usage patterns and attitudes toward features. However, this survey addressed RQ1 only. To gather more data about professional developers, we developed a new survey, which we describe next.

**STUDY #5: PROFESSIONAL DEVELOPERS BETA-TESTING VISUAL STUDIO**

To expand coverage of professional developers and to test the generality of our findings with a study designed especially for that purpose, we conducted a new survey of professional developers, with Likert-style questions (5-point) on all of RQ1, RQ2, and RQ3: feature preferences, willingness to tinker, and confidence.

We recruited survey participants from a list of developers employed by the company who were pilot-testing a beta version of Visual Studio. To encourage a balance of male and females in our sample, we estimated candidate participants’ genders with the Genderyzer tool [15], which probabilistically derives gender from first names. We then recruited the 444 participants estimated to be females and also a randomly selected equal number of male pilot testers. As an incentive, we offered participants entries in a drawing for a $500 gift certificate.

242 people responded to the survey (96 female, 2 declined to state and were discarded). Among the respondents, 52 were program managers (23 female), 83 were software-development engineers (18 female), 76 were software-test engineers (36 female), and 29 fell into the “other” category (19 female). We coded the technical level of each participant’s job using the same technique as in the IT-Support study, ranking jobs from 1 (least technical) to 4 (most technical). As in the other studies, participants explicitly stated their gender in the survey.

**Professionals RQ1 and RQ2: Features and Tinkering**

To test for differences between males and females in feature choice (RQ1) and tinkering (RQ2), we ran a one-way ANCOVA for each relevant question. The answer to a question served as the dependent variable, gender served as the independent variable, and job and experience were co-variables. Table 7 summarizes the results of our analyses.

Regarding RQ1, in contrast to the other studies, males and females showed no significant difference in their feelings about wizards. The raw data trended toward females rating wizards higher than the males (Table 7), but the difference did not reach statistical significance.

Regarding RQ2, the females were less interested in exploring and piloting new technology than males—a somewhat surprising result (but not given our previous findings) given that the participants were all piloting new software, an activity that inherently entails some degree of exploration. Females also did not like to learn technology not required for their jobs or to upgrade software frequently. Table 7 shows the details. Thus, males in this population clearly preferred tinkering and exploring more than their female counterparts.

**Professionals Who Beta-Test RQ3: Confidence**

We used two independent measures of technical problem-solving confidence to check whether confidence related to feature preferences or willingness to tinker (RQ3). The first measure generally aimed at confidence in technical expertise (general confidence for short). To measure this form of confidence, we asked each participant if she considered herself a tech expert and if others perceived her as a tech expert. Participants provided answers on a 5-point Likert scale. We summed the two answers into a composite confidence.

![Table 7: Study #5's RQ3 correlation coefficients for general confidence and self-efficacy using in a new programming tool.](image)
Regarding gender differences in confidence, a one-way ANCOVA with confidence score as dependent variable, gender as independent variable, and technical level of job and experience as covariates revealed that females had significantly lower general confidence than males ($F(1,226)=72.38, p<0.001$), a result consistent the other studies’ findings. In this case, the males’ mean general confidence score was 8.18, whereas the females’ mean was 6.42. The ANCOVA did not, however, reveal a significant difference in self-efficacy ($F(1,225)=2.21, p=0.14$); the male mean self-efficacy score was 38.94, and the female mean was 38.01.

To investigate whether either form of confidence explained the differences in attitudes toward tinkering and exploring, we performed linear regression modeling with confidence scores and feature/tinkering answers as independent variable. We analyzed each gender individually. Table 8 summarizes the results.

As the results show, for this population, confidence and/or self-efficacy were significant factors that may help to explain several of the gender differences in tinkering and exploring. Even so, not all of the differences could be attributed to either confidence factor and in many cases the correlation amount ($r$) was fairly low. Furthermore, the results show several feature/tinkering preferences that were unrelated to any form of confidence (e.g., preference for wizards). Thus, although confidence was implicated, it falls short of explaining all of the differences. This is consistent with the other studies in this paper, as well as with earlier findings on spreadsheet users, in which males’ and females’ self-efficacy predicted their tinkering and exploring behaviors differently [5].

RESULTS TRIANGULATION

Table 9 shows the triangulation of results across the five studies. Each research question occupies a major row of the table. The subrows report particularly interesting specializations of a research question. For example, the studies reported numerous instances of differences in feature usage (RQ1 major row), but a particularly interesting finding within that category was wizards (subrow under RQ1).

In the table, each “√” denotes a study that provided evidence relevant to a particular research question (row) and a particular programming population (column). If more than one study was run on a population, a number in parentheses clarifies the study that produced that evidence. The “?“ notation for the hobbyists’ confidence reflects a design issue in that study as it pertains to our research question. The question asked participants to rate themselves as absolute beginners, beginners, intermediates, or experts, which could either reflect their number of years experience or their confidence in their own capabilities. Therefore, we cannot count on its ability to isolate confidence.

As the table shows, evidence from multiple populations and platforms pointed to the same results for all three research questions.

DISCUSSION

Changing the Tools: Disadvantaging to Males?

Our findings underscore the importance of taking gender differences into account when designing programming tools. But such changes need not trade off one gender against the other: researchers have shown that taking gender differences into account in designing software features can benefit both genders. For example, Tan et al. showed that displaying optical flow cues benefited both females and males in virtual world navigation [29], and Grigoreanu et al. showed changes to spreadsheet features relating to confidence and feature support that reduced gender gaps while improving both genders’ attitudes and feature usage [13]. These findings are consistent with similar findings in changing educational practices to take gender differences into account. For example, in education, researchers found that pair programming, which was expected to help female computer science students, not only reduced the gender gap but also increased success and reduced attrition among both male and female students [7, 20].

<table>
<thead>
<tr>
<th>RQ1: Which features.</th>
<th>IT-support users: (#1) survey</th>
<th>Hobbyists: (#2) survey, (#3) field interview</th>
<th>Professional developers:(#4) needs survey, (#5) beta-testers survey</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interesting example: Wizards.</td>
<td>√ (#1)</td>
<td>√ (#2)</td>
<td>√ (#4)</td>
</tr>
<tr>
<td>RQ2: Tinkering, exploring.</td>
<td>√ (#1)</td>
<td>√ (#2)</td>
<td>√ (#3)</td>
</tr>
<tr>
<td>One aspect: Attitude re: new technology.</td>
<td>√ (#1)</td>
<td>√ (#2)</td>
<td>√ (#3)</td>
</tr>
<tr>
<td>RQ3: Confidence differences.</td>
<td>√ (#1)</td>
<td>√ (#2), √ (#3)</td>
<td>√ (#4)</td>
</tr>
<tr>
<td>One aspect: Evidence of ties with only some differences.</td>
<td>√ (#1)</td>
<td>√ (#2)</td>
<td>√ (#3)</td>
</tr>
</tbody>
</table>

Table 9: Triangulation of results, with (#study) denoting which study produced each result. √ denotes statistically significant differences, except where (#study) refers to a qualitative analysis. (See text regarding the “?” for the hobbyists’ confidence results.)
Four Studies Not Included
In our investigation, we looked closely at four additional studies that we ultimately did not include, for reasons we explain here.

Two of these studies focused on team-oriented behavior. We rejected them because they did not address our research questions, but we mention them here because they raise an open question. One study investigated developers’ information needs in team projects, and the other investigated team practices, problems, and norms. It should be noted that these studies’ data did not appear to contain gender differences. The open question is whether, in matters of team behaviors, individual preferences may be suppressed in the interest of team cooperation.

The other two rejected studies were log studies that seemed pertinent to RQ1. The data from these studies comprised logs of the actions users took while working with programming environments. One problem with the log files was the pervasiveness of trivially obvious features, or features offering little alternative than to use them, neither of which were useful to our research questions. The other problem was the sparseness of log data. Even logs with hundreds of users, when distributed across complex feature sets containing hundreds of feature choices, led to very sparse data matrices with too few points in any applicable feature type for statistical power. In one log file we did find a small but statistically significant gender difference confirming the wizard finding for professional developers, but the finding was too isolated to be trustworthy, so we chose not to include it.

Reflections on the Methodology
Our methodology was aimed at leveraging use of a company’s store of industrial data collected in other studies as an economically feasible approach to external validity, which provides more capability for generalization than is possible in single studies. Because its results accomplished these goals, we offer reflections to other researchers who may wish to use the same methodology.

First, we caution that using this methodology needs to emphasize conservative decision-making, and that using just part of the methodology may sacrifice the validity of the results. For example, principled selection of studies, and selection of study portions rather than result portions, are a critical aspect, and together distinguish this methodology from “cherry picking” of results. Likewise, it depends on careful use of statistical techniques to account for covariance, and triangulation to validate the results.

Second, we noticed a side-benefit from the methodology: enhanced interest and awareness in the software company regarding the possibility of gender differences relating to software features. Our hope is that this work will advance both scientific knowledge and awareness inside the industrial software teams who actually build products.

THREATS TO VALIDITY
No empirical study is perfect. One reason is the inherent trade-off among different types of validity [31]. In this section, we describe how our study balanced three types of validity: external, internal, and conclusion [31].

External validity refers to the ability to generalize the findings of a study. The primary goal of this study was to fill the external validity gap of prior studies and to generalize across a range of programming populations in industry. We addressed this goal while minimizing the risk of introducing new threats to external validity by analyzing multiple industrial studies spanning a large and diverse set of samples. Even so, our use of employee and customer data from only one, albeit large, software company may limit our ability to generalize the results to programmers outside these groups.

Internal validity refers to causality between independent and dependent variables. An unmeasured or uncontrolled variable threatens internal validity if it influences the dependent variable. In leveraging existing industrial study data to increase external validity, we sacrificed control over the studies’ designs. Thus, one threat was that others implemented the original studies. Our safeguards were requiring that the original researchers had to be empirical professionals, and confirming all results via triangulation. Another threat was that the backgrounds of the female participants sometimes differed from those of the males. As discussed earlier, we addressed this threat by including background covariates in our ANCOVA analyses. A final threat to internal validity arose from use of similar questions with different wordings to measure the same theoretical constructs, a threat we addressed conservatively by using triangulation instead of statistical aggregation.

Conclusion validity is concerned with whether a statistically significant relationship exists between treatment and outcome. Violated assumptions of statistical tests commonly threaten conclusion validity. For many statistical tests, our low proportion of females would seem a problem. However, we used an appropriate test for such data and performed supplementary checks for agreement using additional tests (discussed in the Methodology section). Moreover, the statistical studies’ raw counts of females were reasonable, ranging from 23 to 96, with 265 in total, a huge number given females’ low presence in programming populations [19]. Finally, we used triangulation, which emphasizes evaluating agreement among results to reduce the risk that a relationship occurred by chance.

CONCLUSION
This paper presents the first investigation of its kind to research gender differences. Our analysis was based on data from almost 3000 participants from a variety of programming populations and real-world platforms in industry. Triangulating the five studies’ results showed:

RQ1: There were significant gender differences across programming environments and populations as to which features males and females elected to use.

RQ2: There were significant gender differences across programming environments and populations as to males’
and females’ willingness to tinker and explore.

RQ3: Although there were significant differences between males’ or females’ technical problem-solving confidence, these differences clearly were not the sole factor in the differences in feature usage and tinkering.

Note that these gender differences do not suggest that males are somehow “better” software users than females. For example, using more features is not always better than using fewer, and tinkering/exploring is not always productive. Furthermore, although gender differences in confidence, attitudes, problem-solving styles, and information processing styles are all implicated in our results, no single female has every trait statistically associated with females, nor does any male have every trait statistically associated with males. As the discussion of recent work shows, informing the design of programming tools based on the differences revealed by our investigation need not penalize either gender—doing so can help everyone.
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