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0 Introduction

The homogenization of (stationary) elasticity has been dealt with intensively in the literature. We refer to [2, 4, 11] as general references and the quoted literature given there. The viscoelastic models, i.e., elasticity models, where the stress tensor also depends on the derivative of the strain tensor, have been studied in the light of homogenization e.g. in [1, 6]. The former also incorporates time-dependent coefficients and the latter includes also thermodynamic behavior. In both the articles [1, 6] a memory effect is derived. Focusing on the equations of fractional elasticity, we give an operator-theoretic explanation of such effects. By framing the homogenization of fractional elasticity into the homogenization theory of evolutionary equations developed in [14] with extensions in [16, 17], we show that it is – in a particular sense – a generic property of the homogenized equations to have memory effects. To this end, we have to extend results in the theory of (abstract) homogenization of evolutionary equations in the sense of [14] and apply the results to the equations of fractional elasticity.

The equations of linear (fractional) elasticity can be found in [9, Section 3.1.12.5] or [5, pp. 102]. Denoting the derivative with respect to time by $B_0$ and the derivative with respect to the $i$'th spatial variable by $B_i$, we state the equations as follows. Let $\Omega \subseteq \mathbb{R}^n$ be an open set, modeling a body in its non-deformed state. We describe the displacement field of that body as a function $u: (0, \infty) \times \Omega \to \mathbb{R}^n$. The conservation of momentum yields the following equality

$$\mu(x) \partial_0^2 u(t, x) - \text{Div} T(t, x) = F(t, x), \quad (0.1)$$

where $\text{Div} T(t, x) = \left(\sum_{j=1}^n \partial_j T_{ij}(t, x)\right)_i$ with $T: (0, \infty) \times \Omega \to \mathbb{R}^{n \times n}$ being the stress tensor, $\mu: \Omega \to \mathbb{R}^{n \times n}$ the mass density matrix, and $F: (0, \infty) \times \Omega \to \mathbb{R}^n$ an external forcing term. Equation (0.1) is completed by a constitutive relation or material law, linking the stress tensor $T$ and the strain tensor

$$\varepsilon(u) := \left(\frac{1}{2} (\partial_i u_j + \partial_j u_i)\right)_{i,j}.$$

In this article, we treat a constitutive relation of fractional type:

$$T(t, x) = C(x) \varepsilon(u)(t, x) + \partial_0^\alpha D(x) \varepsilon(u)(t, x), \quad (0.2)$$

where $\alpha \in [1/2, 1]$ is given and the maps $C: \Omega \to \mathbb{R}^{(n \times n)^2}$ and $D: \Omega \to \mathbb{R}^{(n \times n)^2}$, obeying suitable symmetry requirements, represent the coefficients of instantaneous elasticity and the effects of the memory of the material, respectively, cf. [5, p. 183-4]. The equations (0.1) and (0.2) are subject to certain boundary and initial conditions for both $u$ and $T$.

In the first part of this note we show that an abstract well-posedness result developed in [9] for evolutionary equations applies to these equations. We furthermore give an account of generalizations of equations (0.1) and (0.2). Well-posedness conditions are the (usual) constraints of selfadjointness and uniform ellipticity and boundedness for $D$ and $\mu$. We
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also refer to [13, Section 4] for well-posedness conditions for other viscoelastic models.

The second part of this paper deals with the issue of homogenization, i.e., we consider the equations of fractional elasticity with highly oscillatory coefficients. In order to explain the idea, we give a simple example. We assume that $C, D$ and $\mu$ are given as functions on the whole of $\mathbb{R}^n$. Now, what is the behavior in the limit $k \to \infty$ of the sequence of displacement fields $(u_k)_k$ being the sequence of solutions of the following problems

\[
\begin{align*}
\mu(kx)\varepsilon_0^\alpha u_k(t, x) - \text{Div} T_k(t, x) = F(t, x), \\
T_k(t, x) = C(kx)\varepsilon(u_k) + \varepsilon_0^\alpha D(kx)\varepsilon(u_k)(x),
\end{align*}
\]  

$k \in \mathbb{N}$?  (0.3)

We show that there exists a weakly convergent subsequence with limit $u$ satisfying the following equation of similar form

\[
\begin{align*}
\mu_{\text{hom}}\varepsilon_0^\alpha u(t, x) - \text{Div} T(t, x) = F(t, x), \\
T(t, x) = \varepsilon_0^\alpha D_{\text{hom}}\varepsilon(u) + \varepsilon_0^\alpha \sum_{k=1}^{\infty} (-\varepsilon_0^\alpha)^k K_k D_{\text{hom}} \varepsilon(u),
\end{align*}
\]  

for suitable $\mu_{\text{hom}}, D_{\text{hom}}$ and a sequence of linear operators $(K_k)_k$. One can show that in the special case of $\mu$ and $D$ periodic, the operator $\mu_{\text{hom}}$ is the same as the integral mean over the period of $\mu$, and $D_{\text{hom}}$ is the usual homogenized matrix, see e.g. [2, 11], also cp. Remark 3.2. The reason for the limit equation to contain a power series in $\varepsilon_0^\alpha$ is due to the convergence of the operators involved. The latter can only be expected to be convergent in the weak operator topology, cf. e.g. [15, Proposition 4.3 and Theorem 4.5] for easy examples.

In order to derive such a result, we have to extend recent results ([14, 16]) in the theory of homogenization of evolutionary equations. In particular, in comparison to [16], we need to establish a stronger version of a 'weak-strong principle'-result.

1 Setting

We recall some notions and definitions given in [9, 7]. Throughout this section let $H$ be a Hilbert space. For $\nu > 0$, let

\[
H_{\nu,0}(\mathbb{R}; H) := L_2(\mathbb{R}, \exp(-2\nu x) \, dx; H)
\]

be the Bochner-Lebesgue space of $H$-valued square-integrable functions with respect to the weighted Lebesgue measure with Radon-Nikodým derivative $\exp(-2\nu(\cdot))$. We denote by $\varepsilon_{0,\nu}$ the closure of the mapping\(^1\)

\[
C_c^\nu(\mathbb{R}; H) \subseteq H_{\nu,0}(\mathbb{R}; H) \to H_{\nu,0}(\mathbb{R}; H) : f \mapsto f'.
\]

\(^1\)We denote by $C_c^\nu(\mathbb{R}; H)$ the space of indefinitely differentiable functions with values in $H$. 

4
The Fourier-Laplace transform

\[ \mathcal{L}_\nu f := \left( x \mapsto \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-\nu y - ixy} f(y) \, dy \right) \]

defined for \( f \in C_0^\infty(\mathbb{R}; H) \) extends to a unitary mapping \( H_{\nu,0}(\mathbb{R}; H) \to L_2(\mathbb{R}; H) \). We use the same notation for this extension. Denoting by \( m f := (x \mapsto x f(x)) \) the multiplication-by-argument-operator on \( L_2(\mathbb{R}; H) \) considered with its maximal domain, we get the following spectral representation for \( \partial_{0,\nu} \):

\[ \partial_{0,\nu} = \mathcal{L}_\nu^*(im + \nu) \mathcal{L}_\nu. \]

In particular, \( 0 \in \varrho(\partial_{0,\nu}) \). The spectral representation gives rise to a functional calculus for the bounded and normal operator \( \partial_{0,\nu}^{-1} \). More precisely, denoting \( B(r, r) := \{ z \in \mathbb{C}; |z - r| < r \} \), we let \( M : B(r, r) \to L(H) \) be a bounded and analytic mapping taking values in \( L(H) \), the space of bounded linear mappings on \( H \), where \( r > 1/(2\nu) \). Then we define

\[ M(\partial_{0,\nu}^{-1}) := \mathcal{L}_\nu^* M \left( \frac{1}{im + \nu} \right) \mathcal{L}_\nu, \tag{1.1} \]

where \( (M \left( \frac{1}{im + \nu} \right) \phi)(t) := M \left( \frac{1}{t + \nu} \right) \phi(t) \) for \( t \in \mathbb{R} \) and \( \phi \in C_0^\infty(\mathbb{R}; H) \). If the value of \( \nu > 0 \) is clear from the context, we shall neglect the explicit reference to it in the notation of the derivative. Our main example of analytic functions of \( \partial_{0,\nu}^{-1} \) is \( \partial_{0,\nu}^{[\beta]} := \partial_{0,\nu}^{[\beta]} \partial_{0,\nu}^{-[\beta]} = \partial_{0,\nu}^{[\beta]} \left( \partial_{0,\nu}^{-1} \right)^{[\beta] - \beta} \), for some \( \beta \in \mathbb{R} \). The values in the space of operators come into play, when we want to consider products such as \( C \partial_{0,\nu}^{[\alpha]} \) for some \( C \in L(H) \) or power series expressions as in equation (0.4).

Now, let \( A : D(A) \subseteq H \to H \) be a densely defined closed linear operator with nonempty resolvent set \( \varrho(A) \). If \( \lambda \in \varrho(A) \), then we define \( H_k(A) \) to be the completion of \( D(A^{[k]}) \) with respect to the norm \( \| (A - \lambda)^k \|_H \) for all \( k \in \mathbb{Z} \). Note that \( H_k(A) \) continuously embeds into \( H_{k-1}(A) \) and that \( A \) has a continuous extension from \( H_k(A) \) to \( H_{k-1}(A) \). We will use the same notation for that extension. Furthermore, there is a canonical extension of \( A \) to a densely defined closed linear operator with nonempty resolvent set in the space \( H_{\nu,0}(\mathbb{R}; H) \) in the way that \( (Au)(t) := Au(t) \) for (a.e.) \( t \in \mathbb{R} \) and \( u \in H_{\nu,0}(\mathbb{R}; H_1(A)) \). The latter extension can be made more precise with the help of tensor product constructions, see [19], [9, Section 1.2.3] or Section 5 in this article.

We denote \( H_{\nu,k}(\mathbb{R}; H) := H_k(\partial_{0,\nu}) \) for all \( k \in \mathbb{Z} \). Moreover, since \( 0 \in \varrho(\partial_{0,\nu}) \), we choose \( \| \partial_{0,\nu}^k \| \) as the norm in \( H_{\nu,k}(\mathbb{R}; H) \). With the latter choice the operator \( \partial_{0,\nu}^{-k} \) becomes unitary from \( H_{\nu,k}(\mathbb{R}; H) \) to \( H_{\nu,k-1}(\mathbb{R}; H) \) for all \( k, \ell \in \mathbb{Z}, \nu > 0 \).

The well-posedness result which will apply to our functional analytic formulation of fractional elasticity reads as follows.

**Theorem 1.1** ([9, Theorem 6.2.5]). Let \( H \) be a Hilbert space, \( r > 0 \), \( \nu > \frac{1}{2r} \). Let \( A : D(A) \subseteq H \to H \) be skew-selfadjoint, \( M : B(r, r) \to L(H) \) bounded and analytic. As-
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sume that there exists $c > 0$ such that for all $z \in B(r, r)$ we have

$$\operatorname{Re} z^{-1} M(z) \geq c.$$  \hspace{1cm} (1.2)

Then closure of the operator

$$\partial_0 M(\partial_0^{-1}) + A: H_{\nu, 1}(\mathbb{R}; H_1(A)) \subseteq H_{\nu, 0}(\mathbb{R}; H) \rightarrow H_{\nu, 0}(\mathbb{R}; H),$$

is continuously invertible, i.e.,

$$S_{\nu} := \partial_0 M(\partial_0^{-1}) + A^{-1} \in L(H_{\nu, 0}(\mathbb{R}; H)).$$

Moreover, $\|S_{\nu}\| \leq 1/c$ and $S_{\nu}$ is causal in the sense that for all $a \in \mathbb{R}$ and $f \in H_{\nu, 0}(\mathbb{R}; H)$ we have

$$\chi_{(-\infty, a]}(m_0) S_{\nu} f = \chi_{(-\infty, a]}(m_0) S_{\nu} \chi_{(-\infty, a]}(m_0) f,$$

where $\chi_{(-\infty, a]}(m_0)$ denotes the multiplication operator in $H_{\nu, 0}(\mathbb{R}; H)$ associated with the cut-off function $\mathbb{R} \ni t \mapsto \chi_{(-\infty, a]}(t)$.

Remark 1.2. (a) If we invoke the extrapolation spaces introduced above, it is possible to neglect the closure bar, i.e., treat the operator $\partial_0 M(\partial_0^{-1}) + A$ with maximal domain

$$\{ u \in H_{\nu, 0}(\mathbb{R}; H); \partial_0 M(\partial_0^{-1}) u + A u \in H_{\nu, 0}(\mathbb{R}; H) \}.$$  

(b) The heart of the solution theory is the positive definiteness condition (1.2). This results in a positive definiteness condition for $\partial_0 M(\partial_0^{-1}) + A$ in $H_{\nu, 0}(\mathbb{R}; H)$. Indeed, a density argument shows that for all $u \in \{ v \in H_{\nu, 0}(\mathbb{R}; H); (\partial_0 M(\partial_0^{-1}) + A) v \in H_{\nu, 0}(\mathbb{R}; H) \}$, we have

$$\|u\|^2 \leq \operatorname{Re} \langle u, (\partial_0 M(\partial_0^{-1}) + A) u \rangle.$$  

(c) Note that causality of the solution operator $S_{\nu}$ in Theorem 1.1 relies on analyticity of $M$. Furthermore, it is possible to show that the operator $M(\partial_0^{-1})$ is causal itself ([9, Theorem 6.1.1]).

(d) Later on, we will use the following fact concerning causal operators. For all $a \in \mathbb{R}$, the solution operator $S_{\nu}$ leaves $\chi_{(a, \infty)}(m_0)[H_{\nu, 0}(\mathbb{R}; H)]$, the Hilbert space of $H$-valued $H_{\nu, 0}$-functions vanishing outside $[a, \infty)$, invariant. Indeed, let $a \in \mathbb{R}$ then

$$\chi_{(-\infty, a]}(m_0) S_{\nu} \chi_{(a, \infty)}(m_0) = \chi_{(-\infty, a]}(m_0) S_{\nu} (1 - \chi_{(-\infty, a]}(m_0))$$

$$= \chi_{(-\infty, a]}(m_0) S_{\nu} - \chi_{(-\infty, a]}(m_0) S_{\nu} \chi_{(-\infty, a]}(m_0)$$

$$= \chi_{(-\infty, a]}(m_0) S_{\nu} \chi_{(-\infty, a]}(m_0) \chi_{(-\infty, a]}(m_0) S_{\nu} \chi_{(-\infty, a]}(m_0)$$

$$= 0.$$

(e) The solution operator $S_{\nu}$ is independent of $\nu$ in the sense that if $\mu \geq \nu$ then $S_{\nu}$ and $S_{\mu}$ coincide on the intersection of the respective domains. For a proof of this fact see [9, Theorem 6.1.4] or [14, Theorem 1.4.2].
2 A functional analytic formulation for fractional elasticity

Let $\Omega \subseteq \mathbb{R}^n$ be an open set. First, we introduce the spaces on which the spatial (derivative-) operators are defined. Denote by $H_{sym}(\Omega)$ the subspace of $L_2(\Omega)^{n \times n}$ containing only (equivalence classes of) functions with values in the space of symmetric matrices. We endow $H_{sym}(\Omega)$ with the scalar product

$$(\Phi, \Psi) \mapsto \int_{\mathbb{R}} \text{trace}(\Phi(x)^*\Psi(x)) \, dx$$

to get a Hilbert space and denote by $\text{Grad}_0$ the closure of the mapping

$L_2(\Omega)^n \supseteq C_c^{\infty}(\Omega)^n \ni \Phi \mapsto \left(\frac{1}{2} (\partial_i \Phi_j + \partial_j \Phi_i)\right)_{i,j \in \{1, \ldots, n\}} \in H_{sym}(\Omega),$

where $\partial_i$ denotes the (distributional) derivative with respect to the $i$'th variable. It can be shown that the negative adjoint of $\text{Grad}_0$ is the distributional divergence applied to the rows of the matrices in the space $H_{sym}(\Omega)$, i.e.,

$-\text{Grad}^*_0 =: \text{Div}: D(\text{Div}) \subseteq H_{sym}(\Omega) \rightarrow L_2(\Omega)^n, \Phi \mapsto \left(\sum_{j=1}^{n} \partial_j \Phi_{ij}\right)_{i \in \{1, \ldots, n\}},$

where $D(\text{Div}) = \left\{\Phi \in H_{sym}(\Omega); \left(\sum_{j=1}^{n} \partial_j \Phi_{ij}\right)_{i \in \{1, \ldots, n\}} \in L_2(\Omega)^n\right\}$. Similarly, denoting by $\text{Div}_0$ the closure of the mapping

$C_c^{\infty}(\Omega)^{n \times n} \cap H_{sym}(\Omega) \subseteq H_{sym}(\Omega) \rightarrow L_2(\Omega)^n, \Phi \mapsto \left(\sum_{j=1}^{n} \partial_j \Phi_{ij}\right)_{i \in \{1, \ldots, n\}},$

we define\(^2\) $\text{Grad} := -\text{Div}^*_0$, which is an extension of $\text{Grad}_0$ acting as the distributional (symmetrized) gradient with maximal domain in $L_2(\Omega)^n$.

We recall the building blocks for the equations of (fractional) elasticity. The displacement field $u$ is related to the stress tensor $T$ via

$$\mu \partial^2_0 u - \text{Div} T = F,$$

where $\mu$ is a strictly positive definite continuous selfadjoint operator. Now, the stress tensor $T$ depends on the strain tensor $\varepsilon(u) = \text{Grad} u$ and its fractional time-derivative $\text{Grad} \partial^\alpha_0 u$

\(^2\)We note here that for a function being in the domain of $\text{Grad}_0$ is a generalization of vanishing at the boundary of $\Omega$, i.e., homogeneous Dirichlet boundary conditions. To be in the domain of $\text{Div}_0$ is a generalization of homogeneous Neumann boundary conditions.
2 A functional analytic formulation for fractional elasticity

\( (1/2 \leq \alpha \leq 1) \) in the way that

\[
T = C \text{Grad } u + D \text{Grad } \partial^\alpha_0 u,
\]

(2.2)

for bounded operators \( C \) and \( D \), where the latter is selfadjoint and strictly positive definite. Note that \( \|\partial^\beta_0\| \leq \nu^\beta \) for all \( \beta \leq 0 \). Differentiating equation (2.2) with respect to time, introducing the unknown \( v := \partial_0 u \) and choosing \( \nu \) large enough, we arrive at

\[
\text{Grad } v = (C + \partial^\alpha_0 D)^{-1} \partial_0 T.
\]

Indeed, using the estimate \( \|\partial^\beta_0\| \leq \nu^\beta \) for all \( \beta \leq 0 \) and the bounded invertibility of \( D \), we deduce that \( C + \partial^\alpha_0 D \) is continuously invertible with inverse being representable by a Neumann series expression. We get that

\[
(C + \partial^\alpha_0 D)^{-1} = (\partial^\alpha_0 D)^{-1} (C (\partial^\alpha_0 D)^{-1} + 1)^{-1}
\]

\[
= (\partial^\alpha_0 D)^{-1} + (\partial^\alpha_0 D)^{-1} \sum_{k=1}^{\infty} (-C (\partial^\alpha_0 D)^{-1})^k.
\]

We get the following system, written in block operator matrix form,

\[
\begin{pmatrix}
\partial_0 \left( \frac{\mu}{0} (C + D\partial^\alpha_0)^{-1} \right) - \begin{pmatrix} 0 & \text{Div} \\ \text{Grad} & 0 \end{pmatrix}
\end{pmatrix}
\begin{pmatrix} v \\ T \end{pmatrix} = \begin{pmatrix} F \\ 0 \end{pmatrix}.
\]

Equation (2.3) is of the form stated in Theorem 1.1, which can be seen by setting formally

\[
M = \begin{pmatrix} \mu & 0 \\ 0 & (C + D\partial^\alpha_0)^{-1} \end{pmatrix}
\]

and

\[
A = - \begin{pmatrix} 0 & \text{Div} \\ \text{Grad} & 0 \end{pmatrix}.
\]

However, in order to obtain skew-selfadjointness of \( A \), boundary conditions have to be imposed. The first well-posedness theorem treats homogeneous Dirichlet boundary conditions and the second one is about homogenous Neumann boundary conditions.

**Theorem 2.1** (homogeneous Dirichlet boundary conditions). Let \( \Omega \subseteq \mathbb{R}^n \) be an open set, \( \alpha \in [1/2, 1] \), \( K > 0 \). Let \( \mu \in L_2(\Omega)^n \), \( C, D \in L(H_{\text{sym}}(\Omega)) \). We assume \( \mu, D \) to be selfadjoint and that there exists \( c > 0 \) such that \( \mu \geq c \) and \( D \geq c \). Then there exists \( \nu_0 > 0 \) and such that for all \( \nu \geq \nu_0 \) and \( (F, G) \in H_{\nu, 0}(\mathbb{R}; L_2(\Omega)^n \oplus H_{\text{sym}}(\Omega)) \) there is a unique
\[(v, T) \in H_{\nu, 0}(\mathbb{R}; L_2(\Omega)^n \oplus H_{\text{sym}}(\Omega)) \quad \text{with} \quad \left( \begin{array}{c} \partial_0 \left( \mu \begin{array}{c} \mu \\ 0 \end{array} - (C + D \sigma_0) \right)^{-1} \\ 0 \end{array} \right) - \left( \begin{array}{c} 0 \\ \text{Grad}_0 \end{array} \right) \right) \left( \begin{array}{c} v \\ T \end{array} \right) = \left( \begin{array}{c} F \\ G \end{array} \right).\]

Moreover, the estimate
\[|(v, T)|_{H_{\nu, 0}(\mathbb{R}; L_2(\Omega)^n \oplus H_{\text{sym}}(\Omega))} \leq K |(F, G)|_{H_{\nu, 0}(\mathbb{R}; L_2(\Omega)^n \oplus H_{\text{sym}}(\Omega))}\]

is satisfied.

Similarly, we have a corresponding result for homogeneous Neumann boundary conditions.

**Theorem 2.2** (homogeneous Neumann boundary conditions). Let \( \Omega \subseteq \mathbb{R}^n \) be an open set, \( \alpha \in [1/2, 1) \), \( K > 0 \). Let \( \mu \in L(L_2(\Omega)^n) \), \( C, D \in L(H_{\text{sym}}(\Omega)) \). We assume \( \mu, D \) to be selfadjoint and that there exists \( c > 0 \) such that \( \mu \geq c \) and \( D \geq c \). Then there exists \( \nu_0 > 0 \) such that for all \( \nu \geq \nu_0 \) and \( (F, G) \in H_{\nu, 0}(\mathbb{R}; L_2(\Omega)^n \oplus H_{\text{sym}}(\Omega)) \) we have a unique pair \((v, T) \in H_{\nu, 0}(\mathbb{R}; L_2(\Omega)^n \oplus H_{\text{sym}}(\Omega))\) satisfying
\[\left( \begin{array}{c} \partial_0 \left( \mu \begin{array}{c} \mu \\ 0 \end{array} - (C + D \sigma_0) \right)^{-1} \\ 0 \end{array} \right) - \left( \begin{array}{c} 0 \\ \text{Grad}_0 \end{array} \right) \right) \left( \begin{array}{c} v \\ T \end{array} \right) = \left( \begin{array}{c} F \\ G \end{array} \right).\]

Moreover, the estimate
\[|(v, T)|_{H_{\nu, 0}(\mathbb{R}; L_2(\Omega)^n \oplus H_{\text{sym}}(\Omega))} \leq K |(F, G)|_{H_{\nu, 0}(\mathbb{R}; L_2(\Omega)^n \oplus H_{\text{sym}}(\Omega))}\]

is satisfied.

The only difference between the Dirichlet and the Neumann case is that they have different spatial operators, i.e., in the former case we consider \( \left( \begin{array}{c} 0 \\ \text{Grad} \end{array} \right) \), whereas in the latter case we consider \( \left( \begin{array}{c} 0 \\ \text{Div}_0 \end{array} \right) \). The relevant common property of both these operators is that they are skew-selfadjoint. Thus, regarding the proofs of both the Theorems 2.1 and 2.2, we only have to verify that the positive definiteness condition in Theorem 1.1 is satisfied. We emphasize that we require \( \mu, C, D \) to be bounded linear operators in suitable spaces. In particular, the representation as multiplication operators as in the introduction is not needed here, also cp. Example 2.6 below.

**Proof of Theorems 2.1 and 2.2.** We have to verify that there exists \( \nu_0 > 0 \) such that for all \( z \in B(1/(2\nu_0), 1/(2\nu_0)) \) we have
\[\text{Re} \left( z^{-1} \left( \begin{array}{c} \mu \\ 0 \end{array} - (C + z^{-\alpha} D)^{-1} \right) \right) \geq 1/K. \quad (2.4)\]
In order to prove (2.4), we observe that due to \( \mu \geq c, \ z^{-1} = it + \nu \) for some \( t \in \mathbb{R} \) and \( \nu > \nu_0 \) we have that
\[
\text{Re} \ z^{-1} \mu = \text{Re}(it + \nu)\mu = \nu \mu \geq \nu c.
\]
Thus, choose \( \nu_0 \) sufficiently large to get the positive definiteness condition of the top left corner in (2.4). The second diagonal entry in (2.4) is a bit more delicate. Let \( \nu_0 \) be such that \( \|CD^{-1}\| \nu^{-\alpha} < \frac{1}{2} \) for all \( \nu \geq \nu_0 \). Using a Neumann expansion, we get for \( z \in B(1/(2\nu_0), 1/(2\nu_0)) \) that
\[
(C + z^{-\alpha}D)^{-1} = (z^{-\alpha}D)^{-1} + z^{2\alpha}D^{-1} \sum_{k=1}^{\infty} z^{(k-1)\alpha} (-CD^{-1})^k.
\]
With the help of the estimates
\[
\left\| z^{2\alpha-1}D^{-1} \sum_{k=1}^{\infty} z^{(k-1)\alpha} (-CD^{-1})^k \right\| \\
\leq \nu^{1-2\alpha} \left\| D^{-1} \sum_{k=1}^{\infty} z^{(k-1)\alpha} (-CD^{-1})^k \right\| \\
\leq \nu^{1-2\alpha} \left\| D^{-1}CD^{-1} \right\| \left\| \sum_{k=0}^{\infty} z^{k\alpha} (-CD^{-1})^k \right\| \\
\leq 2\nu^{1-2\alpha} \left\| D^{-1}CD^{-1} \right\|,
\]
and \( D^{-1} \geq 1/\|D\| \) (use the spectral theorem) we get for \( z \in B(1/(2\nu_0), 1/(2\nu_0)) \) with \( z^{-1} = it + \nu \) for some \( t \in \mathbb{R}, \nu > \nu_0 \) that
\[
\text{Re} \ z^{-1}(C + z^{-\alpha}D)^{-1} = \text{Re} \ z^{-1} \left( (z^{-\alpha}D)^{-1} + z^{2\alpha}(D)^{-1} \sum_{k=1}^{\infty} z^{(k-1)\alpha} (-CD^{-1})^k \right) \\
\geq \nu^{1-\alpha}/\|D\| - 2\nu^{1-2\alpha} \left\| D^{-1}CD^{-1} \right\|.
\]
Now, we observe that by choosing \( \nu_0 \) large, we have that the right-hand side in (2.5) is eventually larger than \( 1/K \). \( \square \)

Remark 2.3. (a) Of course in both the Theorems 2.1 and 2.2 the solution operator is causal.

(b) For later treatment of homogenization, we note here that a similar well-posedness result can be shown for the following situation: Find \( (v, T) \in H_{\nu,0}(\mathbb{R}; L_2(\Omega)^n \oplus R(\text{Grad})) \) such that for given \((F, G) \in H_{\nu,0}(\mathbb{R}; L_2(\Omega)^n \oplus R(\text{Grad}))\) we have
\[
\left( \partial_0 \begin{pmatrix} \mu & 0 \\ 0 & (\Pi(C + D\partial_0^T)\Pi^*)^{-1} \end{pmatrix} - \begin{pmatrix} 0 & \text{Div} \Pi^* \\ \Pi \text{Grad} & 0 \end{pmatrix} \right) \begin{pmatrix} v \\ T \end{pmatrix} = \begin{pmatrix} F \\ G \end{pmatrix},
\]
where \( \Pi f \in R(\text{Grad}) \) denotes the orthogonal projection of \( f \in H_{\text{sym}}(\Omega) \) onto \( R(\text{Grad}) \),
which, in addition, has to be assumed to be closed\(^3\). This happens to be the case if one assumes that the domain of \(\text{Grad}\), endowed with the graph norm, is compactly embedded in \(L^2(\Omega)\). This, in turn, can be realized if \(\Omega\) is bounded and satisfies suitable geometric requirements, see e.g. [18] and the references therein. In the homogeneous Dirichlet case the closedness of the range is warranted if one assumes that \(\Omega\) is bounded. Indeed, the closedness follows by Korn’s inequality.

**Remark 2.4.** Recall the system (2.3). We shall assume homogeneous Dirichlet boundary conditions, but certain initial conditions \((v_0, T_0) \in D(\text{Div}) \oplus D(\text{Grad}_0)\). Consider the equation

\[
\partial_0 \left( \frac{\mu}{0 \ (C + D\partial_0^a)^{-1}} \right) \begin{pmatrix} v \\ T \end{pmatrix} - \chi_{\mathbb{R}^n_{>0}} \begin{pmatrix} v_0 \\ T_0 \end{pmatrix} - \begin{pmatrix} 0 \\ \text{Grad}_0 \end{pmatrix} \begin{pmatrix} v \\ T \end{pmatrix} = \begin{pmatrix} F \\ 0 \end{pmatrix}.
\]

If we assume that \(F\) has support only on the positive reals, then the latter system coincides with (2.3) on the positive reals. Introducing the new variables \(\tilde{v} := v - \chi_{\mathbb{R}^n_{>0}} v_0\) and \(\tilde{T} := T - \chi_{\mathbb{R}^n_{>0}} T_0\) then we arrive at the following system

\[
\left( \partial_0 \left( \frac{\mu}{0 \ (C + D\partial_0^a)^{-1}} \right) \right) \begin{pmatrix} \tilde{v} \\ \tilde{T} \end{pmatrix} = \begin{pmatrix} F \\ 0 \end{pmatrix} + \begin{pmatrix} 0 \\ \text{Grad}_0 \end{pmatrix} \chi_{\mathbb{R}^n_{>0}} \begin{pmatrix} v_0 \\ T_0 \end{pmatrix}.
\]

The latter system admits, by our general solution theory, a unique solution with support on the positive reals due to causality. Moreover, a standard regularity argument ensures that indeed \((\tilde{v}, \tilde{T})(t) \to 0\), i.e., \((v, T)(t) \to (v_0, T_0)\) as \(t \to 0^+\) in a suitable sense, for details we refer to [9, Theorem 6.2.10].

The main observation in the last remark is that non-homogeneous initial conditions result in a different right-hand side. A similar effect occurs when considering non-homogeneous boundary conditions. We sketch the non-homogeneous Neumann boundary data case. Details can be found in [12, 9].

**Remark 2.5.** We impose the Neumann data \(T_\partial\). In order to avoid additional (explicit) regularity assumptions on \(\Omega\), we assume that the boundary data is given as a function \(T_\partial \in H_{\nu,1}(\mathbb{R}; H_1(|\text{Div}|))\). Now the non-homogeneous boundary value problem associated with (2.3) reads as

\[
\begin{cases}
\partial_0 \mu v - \text{Div} T = F \\
\partial_0 T = (C + D\partial_0^a) \text{Grad} v \\
T - T_\partial \in H_{\nu,0}(\mathbb{R}; H_1(|\text{Div}_0|)).
\end{cases}
\]

Introducing the new variable \(\tilde{T} := T - T_\partial\), we arrive at

\[
\begin{cases}
\partial_0 \mu v - \text{Div}_0 \tilde{T} = F + \text{Div} T_\partial \\
\partial_0 \tilde{T} = (C + D\partial_0^a) \text{Grad} v - \partial_0 T_\partial.
\end{cases}
\]

\(^3\)In that case \(R(\text{Grad}) = N(\text{Grad}^a)^{-1} = N(\text{Div}_0).\) Thus, \(\text{Div}_0 \Pi^*\) is one-to-one.
This gives
\[
\left( \partial_0 \left( \frac{\mu}{0 (C + D\partial_0^a)^{-1}} \right) - \left( \begin{array}{cc} 0 & \text{Div} \\ \text{Grad} & 0 \end{array} \right) \right) \left( \begin{array}{c} v' \\ F \end{array} \right) - \partial_0 \left( \frac{\mu}{0 (C + D\partial_0^a)^{-1}} \right) \left( \begin{array}{c} 0 \\ -T_0 \end{array} \right) - \left( \begin{array}{cc} 0 & \text{Div} \\ \text{Grad} & 0 \end{array} \right) \left( \begin{array}{c} 0 \\ -T_0 \end{array} \right).
\]

In summary, non-homogeneous initial or boundary data lead to different right-hand sides in the system. We end this section with an example for non-local spatial operators as coefficients. For simplicity, we consider the case of one spatial dimension, although it will be obvious how to extend the example to higher dimensions.

**Example 2.6.** We consider the case of homogeneous Dirichlet boundary conditions of a (visco-)elastic beam. In one spatial dimension ($\Omega \subseteq \mathbb{R}$), the strain tensor is given by $\varepsilon(u) = \partial_1 u$. We denote the corresponding (symmetrized) gradient with Dirichlet boundary conditions by $\partial_{1,0}$. The equations read
\[
\begin{cases}
\mu \partial_0^2 u - \partial_1 T = f, \\
T = C \partial_{1,0} u + D \partial_{1,0} \partial_0^a u.
\end{cases}
\]

In order to have an example of non-local-in-space operators, note that the one-dimensional Dirichlet Laplacian $\Delta_D := -\partial_{1,0}^2 \partial_{1,0}$ is strictly negative and is clearly selfadjoint. The negative square root of $\Delta_D$ is selfadjoint and bounded (at least if $\Omega$ is assumed to be bounded). Hence, a possible model could be
\[
\begin{cases}
\mu \partial_0^2 u - \partial_1 T = f, \\
T = (-\Delta_D)^{-\beta} \partial_{1,0} u + D \partial_{1,0} \partial_0^a u.
\end{cases}
\]

for some $\beta > 0$ and suitable $f$.

### 3 A homogenization theorem for fractional elasticity

Before we give the main contribution of the present paper we recall the notion of G-convergence:

**Definition** (G-convergence, [21, p. 74], [17]). Let $H$ be a Hilbert space. Let $(A_n : D(A_n) \subseteq H \to H)_n$ be a sequence of one-to-one mappings onto $H$ and let $B : D(B) \subseteq H \to H$ be one-to-one. We say that $(A_n)_n$ *G-converges to* $B$ if for all $f \in H$ the sequence $(A_n^{-1}(f))_n$ converges weakly to some $u$, which satisfies $u \in D(B)$ and $B(u) = f$. $B$ is called a *G-limit* of $(A_n)_n$. We say that $(A_n)_n$ *strongly G-converges to* $B$, $A_n \overset{G}\to B$ in $H$, if for all weakly converging sequences $(f_n)_n$ in $H$, we have $(A_n^{-1}(f_n))_n$ weakly converges to some $u$, which satisfies $u \in D(B)$ and $B(u) = \lim_{n \to \infty} f_n$. 
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Our main homogenization theorem in fractional elasticity reads as follows. We will formulate both the Neumann case as well as the Dirichlet case within one theorem. Let

\[ A \in \left\{ \begin{pmatrix} 0 & \text{Div}_0 \\ \text{Grad} & 0 \end{pmatrix}, \begin{pmatrix} 0 & \text{Div} \\ \text{Grad}_0 & 0 \end{pmatrix} \right\}. \]

Denote by \( \Pi_A \) the orthogonal projection from \( H_{\text{sym}}(\Omega) \) onto \( R(\text{Grad}) \) if \( A \) corresponds to the Neumann case or onto \( R(\text{Grad}_0) \) if \( A \) corresponds to the Dirichlet case. We define the reduced operator \( A_{\text{red}} := \begin{pmatrix} 1 & 0 \\ 0 & \Pi_A \end{pmatrix} A \begin{pmatrix} 1 & 0 \\ 0 & \Pi_A^\perp \end{pmatrix}. \) Recall that in Remark 2.3 we stated a solution theory for the corresponding reduced systems of fractional elasticity. For Hilbert spaces \( H, H_1 \) we write \( H \hookrightarrow H_1 \) if \( H \) is compactly embedded in \( H_1 \).

**Theorem 3.1.** Let \( \Omega \subseteq \mathbb{R}^n \) be open. Assume that either \( H_1(|\text{Grad}|) \hookrightarrow H_0(|\text{Grad}|) \) for the Neumann case or \( H_1(|\text{Grad}_0|) \hookrightarrow H_0(|\text{Grad}_0|) \) for the Dirichlet case. Let \((C_n)_n, (D_n)_n \) in \( L(H_{\text{sym}}(\Omega)) \) and \((\mu_n)_n \) in \( L(L_2(\Omega)^n) \) be bounded sequences. Assume there exists \( c > 0 \) such that for all \( n \in \mathbb{N} \) we have that \( \mu_n, D_n \) are selfadjoint and

\[ D_n \geq c \quad \text{and} \quad \mu_n \geq c. \]

Then there exists \( \nu_0 > 0 \) such that for all \( \nu \geq \nu_0 \) we have a subsequence \((n_k)_k \) of \((n)_n \) and \( \mu \in L(L_2(\Omega)^n) \), \( D, (K_\ell)_\ell \in L(R(\Pi_A)) \) such that

\[
\left( \partial_0 \left( \begin{pmatrix} \mu_{n_k} & 0 \\ 0 & (\Pi_A(C_{n_k} + D_{n_k} \partial_0^\alpha) \Pi_A^\perp)^{-1} \end{pmatrix} - A_{\text{red}} \right) \right)
\]

\[
\xrightarrow{\nu \to \nu_0} \left( \partial_0 \left( \begin{pmatrix} \mu & 0 \\ 0 & \partial_0^{-\alpha} D^{-1} + \partial_0^{-\alpha} \sum_{\ell=1}^{\infty} (-\partial_0^{-\alpha})^{\ell} K_\ell \end{pmatrix} - A_{\text{red}} \right) \right)
\]

in \( \chi(a,x)(m_0)[H_{\nu,0}(\mathbb{R}; H_0(A_{\text{red}}))] \) for all \( a \in \mathbb{R} \).

**Remark 3.2.** (a) The crucial fact, why we introduced \( A_{\text{red}} \), is that \( A_{\text{red}} \) has compact resolvent. In consequence, we do not need to introduce the projection \( \Pi_A \) in the case of \( \Omega \) being a one-dimensional, bounded interval.

(b) For convenience and in order not to get drowned in notation, we stated a weaker version of what we will actually prove. Theorem 3.1 follows from Corollary 4.2 being itself a consequence of Theorem 4.1 below. In particular, in the situation of Theorem 3.1, we will show that for the extracted subsequence \((n_k)_k \) we have the following result. For \( \nu_0 \) sufficiently large, let \( \nu_1 > \nu \geq \nu_0 \) and take a weakly convergent sequence

\[
(f_k, g_k)_k \in H_{\nu,0}(\mathbb{R}; H_{0}(A_{\text{red}})) \cap H_{\nu_1,0}(\mathbb{R}; H_{0}(A_{\text{red}})) =: H_{\nu,0} \cap H_{\nu_1,0}(\mathbb{R}; H_0(A_{\text{red}}))
\]

with limit \((f, g)\) satisfying the following equi-integrability condition at \(-\infty\):

\[
\sup_{k \in \mathbb{N}} |\chi_{(-\infty,a)}(m_0)(f_k, g_k)|_{\nu_1,0} \to 0 \quad (a \to -\infty).
\]

\(^4\)In the following application it is true that \( R(\text{Grad}) \subseteq H_{\text{sym}}(\Omega) \) or \( R(\text{Grad}_0) \subseteq H_{\text{sym}}(\Omega) \) is closed.
3 A homogenization theorem for fractional elasticity

Denote
\[ S_k := \left( \partial_0 \left( \frac{\mu_{n_k}}{\Pi_A(C_{n_k} + D_{n_k} \partial_0^\alpha \Pi_A^\alpha)^{-1}} - A_{\text{red}} \right) \right)^{-1} \quad (k \in \mathbb{N}) \]
and \( S \) correspondingly. Then \( S_k(f_k, g_k) \to S(f, g) \) in \( H_{\nu_1,0}(\mathbb{R}; H_0(A_{\text{red}})) \) as \( k \to \infty \).

The last assertion is stronger than the assertion in Theorem 3.1. Indeed, Theorem 3.1 states that for all weakly convergent sequences \( (f_k, g_k)_k \) in \( H_{\nu,0}(\mathbb{R}; H_0(A_{\text{red}})) \) consisting of functions supported on \( (a, \infty) \) for some \( a \in \mathbb{R} \), we get that \( S_k(f_k, g_k) \to S(f, g) \) in \( H_{\nu,0}(\mathbb{R}; H_0(A_{\text{red}})) \). In order to deduce the last convergence from the above, observe that by the condition on the support of the \( f_k \)'s and \( g_k \)'s the equi-integrability condition is satisfied. Moreover, \( (f_k, g_k)_k \) is weakly convergent in \( H_{\nu_1,0}(\mathbb{R}; H_0(A_{\text{red}})) \) for all \( \nu_1 > \nu \) also by the support condition. By the above, we infer that \( S_k(f_k, g_k) \to S(f, g) \) in \( H_{\nu_1,0}(\mathbb{R}; H_0(A_{\text{red}})) \). In particular, this means that \( \langle S_k(f_k, g_k), \phi \rangle \to \langle S(f, g), \phi \rangle \) for all \( \phi \in C_0^\infty(\mathbb{R}; H_0(A_{\text{red}})) \). The boundedness of \( (S_k(f_k, g_k))_k \) in \( H_{\nu,0}(\mathbb{R}; H_0(A_{\text{red}})) \) yields the asserted convergence.

(c) We also note that from Theorem 3.1 it follows that
\[
\left( \partial_0 \left( \frac{\mu_{n_k}}{\Pi_A(C_{n_k} + D_{n_k} \partial_0^\alpha \Pi_A^\alpha)^{-1}} - A_{\text{red}} \right) \right) \to \left( \partial_0 \left( \frac{\mu}{\partial_0^\alpha D^{-1} + \partial_0^\alpha \sum_{\ell=1}^\infty (-\partial_0^\alpha)^\ell K_{\ell}} \right) - A_{\text{red}} \right)
\]
in \( H_{\nu,0}(\mathbb{R}; H_0(A_{\text{red}})) \). Indeed, since \( C_0^\infty(\mathbb{R}; H_0(A_{\text{red}})) \) is dense in \( H_{\nu,0}(\mathbb{R}; H_0(A_{\text{red}})) \), the assertion follows with a standard density argument (use that \( (S_k)_k \) is bounded).

(d) Implicitly Theorem 3.1 asserts that the limiting equation is well-posed. Indeed, we will show that the norm bound of the solution operator is the same. (This follows easily from the abstract homogenization result Corollary 4.2)

(e) We emphasize that even if both \( (D_n)_n \) and \( (D_n^{-1})_n \) converge in the weak operator topology, it is unclear whether \( ((\Pi_A D_{n} \Pi_A^\alpha)^{-1})_n \) converges in the weak operator topology of \( L(R(\Pi_A)) \), see also [16, Remark 4.6(ii)]. However, it is possible to show that if \( (D_n)_n \) is a multiplication operator, i.e., \( D_n = D(n) \) for some periodic, bounded and measurable mapping \( D: \mathbb{R}^n \to \mathbb{R}^{n \times n} \) as in classical homogenization theory, then \( ((\Pi_A D_{n} \Pi_A^\alpha)^{-1})_n \) converges in the weak operator topology. The limit is well-known and can be computed by solving so-called local problems\(^5\), cf. e.g. [2, 3, 11]. In this way, we extend well-known homogenization results.

Remark 3.3. In [1], a Kelvin-Voigt model is treated. The space-time operator of this

\(^5\)In order to prove that the limit \( ((\Pi_A D_{n} \Pi_A^\alpha)^{-1})_n \) is the same as in (classical) homogenization theory, it suffices to compute \( \Pi_A \). Indeed, an easy computation reveals that \( \Pi_A D_{n} \Pi_A^\alpha = \text{Grad}_0(-\text{Div}\text{Grad}_0)^{-1} \text{Div} D_{n} \text{Grad}_0(-\text{Div}\text{Grad}_0)^{-1} \text{Div} \).
The equation may be reformulated as follows

\[ \partial_0 \left( \begin{array}{cc} \varrho_n & 0 \\ 0 & (\partial_0 B_n + A_n)^{-1} \end{array} \right) - A_{\text{red}}, \]

where \( \varrho_n, A_n, B_n \) are suitable coefficients. The coefficients \( A_n \) and \( B_n \) in the situation of [1] may also depend on time. To get that the corresponding equation is well-posed, it is also assumed that \( B_n \) is self-adjoint and strictly positive definite uniformly in \( n \) as well as differentiable w.r.t. time with bounded and measurable derivative. For \( A_n \) a similar differentiability condition is assumed. The authors of [1] show that the homogenized system, i.e., the limit as \( n \to \infty \), has memory effects. Note that, in the time-independent framework treated here – as it was already observed (at least) in [6] – the occurrence of memory effects is clear. We can give a heuristic operator-theoretic explanation for the memory effect phenomenon to occur. Indeed, in order to express the limit of \( (\partial_0 B_n + A_n)^{-1} \) choose \( \nu \) large enough to derive a Neumann series expansion. Considering the resulting series

\[ \sum_{k=0}^{\infty} (-B_n^{-1} A_n \partial_0^{-1})^k \partial_0^{-1} B_n^{-1}, \]

we may let \( n \) tend to infinity in this expression (possibly by passing to a subsequence). The limit series is then of the form \( \sum_{k=0}^{\infty} C_k (\partial_0^{-1})^k \partial_0^{-1} \) for suitable \( (C_k)_k \). In general the operators involved only converge in the weak operator topology. Since computing the inverse is not a continuous process in the weak operator topology, one cannot expect that the limit series is a Neumann series expression similar to the series one started out with. This fact then results in a memory effect. The authors of [1, 6] give also explicit formulas for the limit equation. We also refer to [15, Example 5.7] for a similar effect in the homogenization of ordinary differential equations.

**Remark 3.4.** The homogenized equations written in a similar form as the system one started out with are given in the introduction. We will consider the homogeneous Dirichlet problem started out with are given in the introduction. We will consider the homogeneous Dirichlet problem.

Another Neumann expansion of the inverse in the latter equation gives the system in the introduction. In principle, we could discuss non-homogeneous boundary value problems.

\[ \text{We denote the support of } v \in H_{\nu,0}(\mathbb{R}; H) \text{ by } \text{spt } v := \mathbb{R} \setminus \bigcup \{ U \subseteq \mathbb{R}; v|_U = 0, U \text{ open} \}. \]
here. However, as they can be discussed in a unified and abstract way as in Section 4, see e.g. [12], we postpone the discussion to a future article.

We apply our findings to Example 2.6:

**Example 3.5** (Example 2.6 continued). Assume that $\Omega = (0,1)$. By the Arzela-Ascoli theorem, $H_1(|\partial_{1,0}|) \hookrightarrow H_0(|\partial_{1,0}|)$. Assume $\mu, D$ are given as 1-periodic, bounded, measurable functions from $\mathbb{R}$ to $\mathbb{R}$. Moreover, we assume that $\mu, D \geq c$. By [3, Theorem 2.6], we deduce that $(\mu(n\cdot))_n$ and $(D(n\cdot))^k_n$ converge for any $k \in \mathbb{N}$ to the respective integral means over the period in the $\sigma(L^\infty, L^1)$-topology. Thus, we infer the convergence of the induced multiplication operators in the weak operator topology (compare with [15, Proposition 4.3]). Let $(u_k, T_k)_k$ be the sequence of solutions to the following problems

$$
\begin{align*}
\begin{cases}
\mu(k\cdot)\partial^2 u_k - \partial_1 T_k = f_k \\
T_k = (-\Delta_D)^{-\beta_k} \partial_{1,0} u_k + D(k\cdot)\partial_0^{\alpha} \partial_{1,0} u_k,
\end{cases}
(k \in \mathbb{N}),
\end{align*}
$$

where $(f_k)_k$ is a weakly convergent sequence in an appropriate space and $(\beta_k)_k$ a convergent sequence of non-negative real numbers. Denoting $f := \text{w-lim}_{k \to \infty} f_k$, we deduce that (a subsequence of) $(u_k, T_k)_k$ weakly converges to the solution of the equation

$$
\left\{ \left( \int_{[0,1]} \frac{1}{D(x)} \, dx \right)^{-1} \partial_0 \partial_{1,0} u + \partial_0^{\alpha} \sum_{k=1}^{\infty} \left( -\sum_{\ell=1}^{\infty} (-\partial_0^{-\alpha})^\ell K_\ell \left( \int_{[0,1]} \frac{1}{D(x)} \, dx \right)^{-1} \right)^k \partial_{1,0} u, \right. 
$$

where $K_\ell = \text{lim}_{k \to \infty} (D(k\cdot)^{-1}(-\Delta_D)^{-\beta_k})^\ell$ (for a suitable subsequence).

**Remark 3.6.** If in Example 3.5 we do not treat $C_k = (-\Delta_D)^{-\beta_k}$ but $C_k = c(k\cdot)$ for all $k \in \mathbb{N}$ and some bounded measurable mapping $c : \mathbb{R} \to \mathbb{R}$, which is periodic with period 1, we arrive – without choosing subsequences – at the limit equation

$$
\begin{align*}
\begin{cases}
\left( \int_{[0,1]} \frac{1}{D(x)} \, dx \right)^{-1} \partial_0 \partial_{1,0} u \\
+ \partial_0^{\alpha} \sum_{k=1}^{\infty} \left( -\sum_{\ell=1}^{\infty} (-\partial_0^{-\alpha})^\ell \int_{[0,1]} \frac{c(x)}{D(x)} \, dx \left( \int_{[0,1]} \frac{1}{D(x)} \, dx \right)^{-1} \right)^k \partial_{1,0} u,
\end{cases}
\end{align*}
$$
which gives – to the best of the author’s knowledge – the first explicit formula for the limit equation in fractional elasticity.

In order to prove Theorem 3.1, we have to develop some abstract theory in homogenization. This will be done in the next section.

4 An abstract compactness result in the theory of homogenization

Regarding the examples already discussed in earlier work, e.g. in [14, 9], we realize that in order to model homogenization theory in the abstract setting of Theorem 1.1 one should focus on the bounded and analytic function $M$, since it encodes the properties of the underlying material. That is why we introduce the Hardy space

$$H^p(E; L(H)) := \{M : E \to L(H); M \text{ analytic, bounded}\},$$

where $E \subseteq \mathbb{C}$ is an open subset. $H^p(E; L(H))$, or $H^p$ for short if $E$ and $H$ is clear from the context, becomes a Banach space if endowed with the norm $M \mapsto \|M\|_p := \sup_{z \in E} \|M(z)\|$. Let $r > 0$. We call elements $M \in H^p(B(r, r); L(H))$ also material laws or constitutive relations. If, in addition, $M$ satisfies the estimate (1.2) for some $c > 0$, we call $M$ a $(c)$-material law. Homogenization theory goes along with the study of particular weak topologies, cp. e.g. [11, 20, 14]. In view of applications to homogenization theory the topology induced by the norm on $H^p$ is too strong. Hence, we need to introduce a weaker one. Therefore we denote $H^p(E; L(H))$ induced by the mappings

$$H^p \ni M \mapsto (E \ni z \mapsto \langle \phi, M(z)\psi \rangle) \in \mathcal{H}(E)$$

for $\phi, \psi \in H$. We denote $H^p_w := (H^p, \tau_w)$ and identify $H^p_w$ with the underlying set if we want to emphasize the topology under consideration. A subset of $H^p_w$ is called bounded, if it is bounded with respect to $\|\cdot\|_p$. The main abstract homogenization theorem proved here reads as follows.

**Theorem 4.1** (abstract homogenization result). Let $H$ be a Hilbert space, $A : D(A) \subseteq H \to H$ skew-selfadjoint with compact resolvent, $\nu > 0$, $r > 1/(2\nu)$. Let $(M_n)_n$ be a bounded and convergent sequence in

$$H^p_w(B(r, r); L(H)) := \{M \in H^p_w, \forall z \in B(r, r) : \text{Re} \, z^{-1}M(z) \geq c\}.$$

Denote $M := \lim_{n \to \infty} M_n$. Then for all weakly convergent $(f_n)_n$ in $H_{\nu, 0} \cap H_{\nu, 0}(\mathbb{R}; H)$ for
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some $\nu > \nu_1 > 1/(2r)$, which satisfy

$$\sup_{a \in \mathbb{R}} \| \chi_{(-\infty,a]}(m_0)f_n \|_{\nu,0} \to 0 \quad (a \to -\infty)$$

the solutions $(u_n)_n$ in $H_{\nu,0}(\mathbb{R}; H)$ of the problems

$$(\partial_0 M_n(\partial_0^{-1}) + A) u_n = f_n$$

weakly converge to the solution $u$ of the problem

$$(\partial_0 M(\partial_0^{-1}) + A) u = \text{w-} \lim_{n \to \infty} f_n.$$

We will prove Theorem 4.1 in Section 5.

Note that since $(M_n)_n$ converges in $H^\infty_{w,c}$ the limit $M$ is also a $(c)$-material law. Hence the limit equation is well-posed. Moreover, note that, by [16, Proposition 1.3], which asserts that $H^\infty_{w,c} \subseteq H^\infty_w$ is closed, convergence for $(M_n)_n$ in the subspace $H^\infty_{w,c}$ or in $H^\infty_w$ is equivalent, also see Remark 3.2 (d).

What we actually use for the proof of Theorem 3.1 is the following statement.

**Corollary 4.2** (abstract compactness result). Let $H$ be a Hilbert space, $A : D(A) \subseteq H \to H$ skew-selfadjoint with compact resolvent, $\nu > 0$, $r > 1/(2\nu)$. Let $(M_n)_n$ be a bounded sequence in $H^\infty_{w,c}(B(r,r); L(H))$. Then there exists a subsequence $(n_k)_k$ and $M \in H^\infty_{w,c}$ such that $M = \lim_{k \to \infty} M_{n_k}$ and for all weakly convergent $(f_k)_k$ in $H_{\nu,0} \cap H_{\nu_1,0}(\mathbb{R}; H)$ for some $\nu > \nu_1 > 1/(2r)$, which satisfy

$$\sup_{a \in \mathbb{R}} \| \chi_{(-\infty,a]}(m_0)f_k \|_{\nu,0} \to 0 \quad (a \to -\infty)$$

the solutions $(u_k)_k$ in $H_{\nu,0}(\mathbb{R}; H)$ of the problems

$$(\partial_0 M_{n_k}(\partial_0^{-1}) + A) u_k = f_k$$

weakly converge to the solution $u$ of the problem

$$(\partial_0 M(\partial_0^{-1}) + A) u = \text{w-} \lim_{k \to \infty} f_k.$$

Corollary 4.2 is indeed a straightforward consequence of Theorem 4.1, once the following compactness result is shown. A similar result has already been pointed out in [15, Theorem 3.4]. Since we assert a slightly stronger version of [15, Theorem 3.4], we present a (new) short proof in this exposition.

**Theorem 4.3.** Let $H$ be a Hilbert space, $E \subseteq \mathbb{C}$ open. Then

$$B_{H^\infty} := \{ M \in H^\infty(E; L(H)); \| M \|_{\infty} \leq 1 \} \subseteq H^\infty_w$$
is compact. If, in addition, $H$ is separable then $B_{H^\varphi}$ is metrizable and hence sequentially compact.

Proof. For $\varepsilon \geq 0$ define $B_{H(E)}(\varepsilon) := \{ f \in H(E); \forall z \in E : |f(z)| \leq \varepsilon \}$. By Montel’s theorem $B_{H(E)}(\varepsilon) \subseteq H(E)$ is compact ($\varepsilon \geq 0$). Observe the following equation to hold

$$B_{H^\varphi} = \left( \prod_{\phi, \psi \in H} B_{H(E)}(|\phi||\psi|) \right) \cap \{ M : E \to \mathbb{C}^{H\times H}; \forall z \in E : M(z) \text{ sesquilinear} \}. \quad (4.1)$$

Indeed, “$\subseteq$” follows from the fact that if $M \in B_{H^\varphi}$ then for $\phi, \psi \in H$ the map $\langle \phi, M(\cdot)\psi \rangle$ lies in $H(E)$ and satisfies the estimate $|\langle \phi, M(z)\psi \rangle| \leq |\phi||\psi|$ for all $z \in E$. Moreover, $M(z) \in L(H)$ and hence $(\phi, \psi) \mapsto \langle \phi, M(z)\psi \rangle$ is sesquilinear for all $z \in E$. The relation “$\supseteq$” follows from Riesz-Frechet (any bounded sesquilinear mapping $M(z)$ on $H \times H$ is a bounded linear operator on $H$) and a Dunford-type theorem that ensures that local boundedness and weak analyticity for a norming subset of $L(H)^t$ is sufficient for analyticity with values in $L(H)$, cf. [8, p. 139].

Now, it is easy to see that

$$\{ M : E \to \mathbb{C}^{H\times H}; \forall z \in E : M(z) \text{ sesquilinear} \} \cap \prod_{\phi, \psi \in H} B_{H(E)}(|\phi||\psi|) \subseteq \prod_{\phi, \psi \in H} B_{H(E)}(|\phi||\psi|)$$

is closed, if the product is endowed with the product topology. Hence, using the compactness of $B_{H(E)}$ and invoking Tikhonov’s theorem, we deduce with the help of equation (4.1) that $B_{H^\varphi}$ is compact as well.

If we assume that $H$ is separable, the metrizability follows by a standard argument.

Proof of Corollary 4.2. The compactness of the embedding $H_1(A) \hookrightarrow H_0(A)$ together with the fact that $D(A)$ is dense in $H_0(A)$ implies the separability of $H_0(A)$. Thus, the sequence $(M_n)_n$ in Corollary 4.2 of material laws has a convergent subsequence in $H^\varphi_w$, by Theorem 4.3. For that subsequence Theorem 4.1 applies.

We end this section with a proof of Theorem 3.1.

Proof of Theorem 3.1. Since the domain of the operator $\text{Grad}$ (Grad$_0$, resp.) endowed with the graph norm is assumed to be compactly embedded into $L_2(\Omega)^n$, we deduce with the help of [16, Lemma 4.1] the compactness of the embedding $H_1(A_{\text{red}}) \hookrightarrow H_0(A_{\text{red}})$. The boundedness of

$$(M_n(\varepsilon_0^{-1}))_n = \left( \begin{array}{cc} \mu_n & 0 \\ 0 & (\Pi_A(C_n + D_n\varepsilon_0^\alpha)\Pi_A^*)^{-1} \end{array} \right)_n$$

in $H^\varphi_w$ ensures the applicability of Corollary 4.2. The limit expression follows by a Neumann series expansion.
5 The proof of Theorem 4.1 and the weak-strong principle

The method to prove Theorem 4.1 is similar to the one used in the proof of [16, Theorem 3.5]. In order to follow this strategy here, we have to derive a stronger version of [16, Theorem 2.4], the so-called 'weak-strong-principle'. In [16] the property of the material laws being analytic at 0 was used. This assumption has to be weakened due to the fact that fractional (time-)derivatives do not correspond to a material law being analytic at 0. The strengthened weak-strong principle result Theorem 5.2 does not need this assumption anymore. Consequently, the proof of Theorem 5.2 is completely different to the one in [16]. In order to motivate Theorem 5.2, we recall a fact relating convergent material laws and the convergence of the associated operators arising in the aforementioned functional calculus for $\partial_0^{-1}$.

**Lemma 5.1** ([15, Lemma 3.5]). Let $H$ be a Hilbert space, $\nu > 0$, $r > \frac{1}{2\nu}$. Let $(M_n)_{n}$ be a bounded sequence in $\mathcal{H}_w^\infty(B(r;r);L(H))$ converging to $M \in \mathcal{H}_w^\infty$. Then $(M_n(\partial_0^{-1}))_{n}$ converges in the weak operator topology of $L(H_{\nu,0}(\mathbb{R};H))$ to $M(\partial_0^{-1})$.

In the light of the previous result one might wonder if $(v_n)_{n}$ converges weakly in $H_{\nu,0}(\mathbb{R};H)$ and $(M_n)_{n}$ converges in $\mathcal{H}_w^\infty$ that then also

$$\lim_{n \to \infty} M_n(\partial_0^{-1})v_n = \lim_{n \to \infty} M_n(\partial_0^{-1})w- \lim_{n \to \infty} v_n.$$  

Easy examples show that this equality does not hold in general. Hence, suitable assumptions are needed to deduce such an equality. Our version of the weak-strong principle reflects this fact.

**Theorem 5.2** (weak-strong principle). Let $H, H_1$ be Hilbert spaces, and such that $H_1 \hookrightarrow\hookrightarrow H$. Let $v_0 > 0$, $r > 1/(2v_0)$ and $(v_n)_{n}$ be a weakly convergent sequence in $H_{\nu,0}(\mathbb{R};H_1)$ with limit $v \in H_{\nu,1}(\mathbb{R};H_1)$ and assume that $\inf_{n \in \mathbb{N}} \inf \text{supp } v_n > -\infty$. Let $(M_n)_{n}$ be a bounded and convergent sequence in $\mathcal{H}_w^\infty(B(r;r);L(H))$ with limit $M$. Then for all $\nu > v_0$ and $f \in H_{\nu-1}(\mathbb{R}) \cong H_{\nu,1}(\mathbb{R})^*$ we have

$$f(M_n(\partial_0^{-1})v_n) \overset{n \to \infty}{\to} f(M(\partial_0^{-1})v) \in H.$$  

Moreover, $M_n(\partial_0^{-1})v_n \overset{n \to \infty}{\to} M(\partial_0^{-1})v \in H_{\nu,1}(\mathbb{R};H)$.

The proof of Theorem 5.2 needs some preliminaries. We need the concept of tensor products of Hilbert spaces. As a general reference we refer to the monograph [19], a short overview of the concepts needed is also given in [9, Section 1.2.3] or [14, Appendix B.1 and B.2]. We recall some notation. Let $H, H_1, H_2$ be Hilbert spaces. We denote the Hilbert space tensor product of $H_1$ and $H_2$ by $H_1 \otimes H_2$. For any densely defined closed linear operator $A: D(A) \subseteq H_1 \to H_2$ we denote the canonical extension of $A$ as a mapping from the
product space $H \otimes H_1$ to $H \otimes H_2$ by $1_H \otimes A$. Similarly, write $A \otimes 1_H$ for the respective extension from $H_1 \otimes H$ to $H_2 \otimes H$. Note that if $H = L_2(\mu)$ for some $\sigma$-finite measure space $(\Omega, \mu)$ then $H \otimes H_1 \cong L_2(\mu; H_1)$. We use (and have used) this identification throughout without further notice. A first elementary observation is the following.

**Lemma 5.3.** Let $H, H_1, H_2$ be Hilbert spaces and assume that $U : H_1 \to H_2$ is unitary. Let $g \in H_2^*$. Then the following holds:

(a) for the dual operator $U' : H_2^* \to H_1^*$ of $U$ we have $U'g \in H_1^*$;

(b) $(g \otimes 1_H)(U \otimes 1_H) = U'g \otimes 1_H \in L(H_1 \otimes H, H)$;

(c) if $(v_n)_n$ is a sequence in $H_1 \otimes H$, $v \in H_1 \otimes H$ and such that for all $f \in H_1^*$ we have $(f \otimes 1_H)(v_n) \to (f \otimes 1_H)(v)$ in $H$ as $n \to \infty$, then $(g \otimes 1_H)((U \otimes 1_H)(v_n)) \to (g \otimes 1_H)((U \otimes 1_H)(v))$ in $H$ as $n \to \infty$.

**Proof.** (a): It suffices to observe that $U' : H_2^* \to H_1^*$ is unitary.

(b): This is clear, since $gU = U'g$.

(c): We have $(g \otimes 1_H)((U \otimes 1_H)(v_n)) = (U'g \otimes 1_H)(v_n) \to (U'g \otimes 1_H)(v) = (g \otimes 1_H)((U \otimes 1_H)(v))$ in $H$ as $n \to \infty$. \hfill \Box

The second lemma relates weak convergence in $H_{\nu,0}(\mathbb{R}; H)$ to pointwise (weak) convergence of the Fourier-Laplace transforms.

**Lemma 5.4.** Let $H$ be a Hilbert space, $\nu_0 > 0$ and let $(v_n)_n$ be a weakly convergent sequence in $H_{\nu_0,0}(\mathbb{R}; H)$ with limit $v$. Assume, in addition, that $s := \inf_{n \in \mathbb{N}} \inf \text{ spt } v_n > -\infty$. Then for $t \in \mathbb{R}$ and $\nu > \nu_0$

$$\mathcal{L}_\nu v_n(t) \to \mathcal{L}_\nu v(t) \in H \quad (n \to \infty).$$

Moreover, $(t \mapsto \mathcal{L}_\nu v_n(t))_n$ is bounded in $C_b(\mathbb{R}; H)$, the space of bounded continuous functions from $\mathbb{R}$ to $H$.

**Proof.** Note that due to the support constraint on the sequence $(v_n)_n$ the sequence $(x \mapsto e^{-\nu x}v_n(x))_n = (x \mapsto e^{-(\nu-\nu_0)x}e^{-\nu_0 x}v_n(x))_n$ is bounded in $L_1(\mathbb{R}; H)$. This establishes the second assertion. Furthermore, for $\phi \in H$, $n \in \mathbb{N}$, $t \in \mathbb{R}$,

$$\langle \mathcal{L}_\nu v_n(t), \phi \rangle = \left\langle \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-ixt}e^{-\nu x}v_n(x) \, dx, \phi \right\rangle = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \left\langle e^{-ixt}e^{-\nu x}v_n(x), \phi \right\rangle \, dx = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \left\langle v_n(x), e^{ixt}e^{-(\nu-2\nu_0)x}\chi_{\mathbb{R}^+,x}(x)\phi \right\rangle e^{-2\nu_0 x} \, dx = \langle v_n, \frac{1}{\sqrt{2\pi}} e^{it(\cdot)}e^{-(\nu-2\nu_0)(\cdot)}\chi_{\mathbb{R}^+,x}(\cdot)\phi \rangle_{H_{\nu_0,0}(\mathbb{R}; H)} \to_{n \to \infty} \langle v, \frac{1}{\sqrt{2\pi}} e^{it(\cdot)}e^{-(\nu-2\nu_0)(\cdot)}\chi_{\mathbb{R}^+,x}(\cdot)\phi \rangle_{H_{\nu_0,0}(\mathbb{R}; H)} = \langle \mathcal{L}_\nu v(t), \phi \rangle. \hfill \Box
5 The proof of Theorem 4.1 and the weak-strong principle

Proof of Theorem 5.2. For the first assertion, by Lemma 5.3(c), it suffices to prove that

\[ \langle g, M_n \left( \frac{1}{im + \nu} \right) \mathcal{L}_\nu v_n \rangle \to \langle g, M \left( \frac{1}{it + \nu} \right) \mathcal{L}_\nu v \rangle \in H \quad (n \to \infty) \]

for all \( g \in H_{-1}(im + \nu) = H_1(im + \nu)^* \). To this end note that \((\mathcal{L}_\nu v_n)_n\) weakly converges in \(H_1(im + \nu) \otimes H_1\) by the unitarity of \(\mathcal{L}_\nu\), particularly, it is a bounded sequence in \(H_1(im + \nu) \otimes H\). The boundedness of \((M_n \left( \frac{1}{im + \nu} \right))_n\) ensures the boundedness of \((M_n \left( \frac{1}{im + \nu} \right) \mathcal{L}_\nu v_n)_n\) in \(H_1(im + \nu) \otimes H\). Hence, we find a weakly convergent subsequence for which we re-use the indices \(n\). It remains to identify the limit. To this end, we deduce by \(H_{\nu,1}(\mathbb{R}; H_1) \hookrightarrow H_{\nu,0}(\mathbb{R}; H_1)\) and Lemma 5.4 that for all \(t \in \mathbb{R}\) the sequence \((\mathcal{L}_\nu v_n(t))_n\) converges weakly to \(\mathcal{L}_\nu v(t)\) in \(H_1\). The compact embedding \(H_1 \hookrightarrow H\) gives strong convergence of \((\mathcal{L}_\nu v_n(t))_n\) to \(\mathcal{L}_\nu v(t)\) in \(H\). Thus, for all \(t \in \mathbb{R}\)

\[ M_n \left( \frac{1}{it + \nu} \right) \mathcal{L}_\nu v_n(t) \to M \left( \frac{1}{it + \nu} \right) \mathcal{L}_\nu v(t) \in H. \]

Let \( g \in H_{-1}(im + \nu)(\subseteq L_{1,\text{loc}}(\mathbb{R})) \) be bounded and with bounded convergence. Then by Lebesgue’s dominated convergence theorem

\[
\begin{align*}
\langle g, M_n \left( \frac{1}{im + \nu} \right) \mathcal{L}_\nu v_n \rangle &= \int_{\mathbb{R}} g(t)^* \cdot M_n \left( \frac{1}{it + \nu} \right) \mathcal{L}_\nu v_n(t) \, dt \\
&= \int_{\mathbb{R}} \left( \frac{1}{-it + \nu} g(t) \right)^* M_n \left( \frac{1}{it + \nu} \right) (it + \nu) \mathcal{L}_\nu v_n(t) \, dt \\
&\to \int_{\mathbb{R}} \left( \frac{1}{-it + \nu} g(t) \right)^* M \left( \frac{1}{it + \nu} \right) (it + \nu) \mathcal{L}_\nu v(t) \, dt \in H,
\end{align*}
\]

as \( n \to \infty \) (Note that \((t \mapsto (it + \nu) \mathcal{L}_\nu v_n(t))_n\) is locally bounded by Lemma 5.4.) The density of bounded functions with bounded support in \(H_{-1}(im + \nu)\) identifies the limit of 
\((M_n \left( \frac{1}{im + \nu} \right) \mathcal{L}_\nu v_n)_n\) being equal to \(M \left( \frac{1}{it + \nu} \right) \mathcal{L}_\nu v\).

The last assertion of Theorem 5.2 follows again with a subsequence argument: Let \((n_k)_k\) be a subsequence of \((n)_n\). Then, since \((M_{n_k} (\tilde{\alpha}_0^{-1}) v_{n_k})_k\) is bounded in \(H_{\nu,1}(\mathbb{R}; H)\), there exists a weakly convergent subsequence, again denoted with the index sequence \((n_k)_k\). Denote its limit by \(w \in H_{\nu,1}(\mathbb{R}; H)\). For \(t \in \mathbb{R}\) let \(\delta_t \in H_{\nu,-1}(\mathbb{R})\) be the evaluation functional at \(t \in \mathbb{R}\) (\(\delta_t\) is indeed an element of \(H_{\nu,-1}(\mathbb{R})\) due to a Sobolev embedding result, see e.g. [9, Lemma 3.1.59] or [16, Remark 2.1(ii)]). Observing that \(\delta_t\) maps weakly convergent sequences in \(H_{\nu,1}(\mathbb{R}; H)\) to weakly convergent sequences in \(H\), we arrive at

\[\delta_t \left( M_{n_k} (\tilde{\alpha}_0^{-1}) v_{n_k} \right) \to w(t) \in H\]

and, by our results above,

\[\delta_t \left( M_{n_k} (\tilde{\alpha}_0^{-1}) v_{n_k} \right) \to (M(\tilde{\alpha}_0^{-1})v)(t) \in H.\]
Hence, \( w(t) = (M(\partial^{-1}_0 \nu)) (t) \) for all \( t \in \mathbb{R} \). This shows the assertion. \( \square \)

There is yet another useful lemma helping to conclude the proof of Theorem 4.1:

**Lemma 5.5.** Let \( H \) be a Hilbert space, \((f_n)_n\) a weakly convergent sequence in \( L_2(\nu, H)\). Assume, in addition, that \( f_n(t) \to f(t) \) in \( H \) for a.e. \( t \in \mathbb{R} \) and \( n \to \infty \). Then for all \( a \in \mathbb{R} \) and \( n \in \mathbb{N} \), we have that

\[
\int_{-\infty}^{a} |f_n(t) - f(t)|^2 \, dt \leq 4 \sup_{n \in \mathbb{N}} \int_{-\infty}^{a} |f_n(t)|^2 \, dt.
\]

**Proof.** Let \( a \in \mathbb{R} \) and \( n \in \mathbb{N} \). For almost every \( t \in \mathbb{R} \) we have the (standard) estimate \( |f(t)| \leq \lim \inf_{n \to \infty} |f_n(t)| \). Hence, we get, employing Fatou’s lemma, that

\[
\int_{-\infty}^{a} |f_n(t) - f(t)|^2 \, dt \leq 2 \int_{-\infty}^{a} |f_n(t)|^2 + |f(t)|^2 \, dt \leq 2 \int_{-\infty}^{a} |f_n(t)|^2 + \lim \inf_{n \to \infty} |f_n(t)|^2 \, dt \leq 2 \left( \sup_{n \in \mathbb{N}} \int_{-\infty}^{a} |f_n(t)|^2 \, dt + \lim \inf_{n \to \infty} \int_{-\infty}^{a} |f_n(t)|^2 \, dt \right) \leq 4 \sup_{n \in \mathbb{N}} \int_{-\infty}^{a} |f_n(t)|^2 \, dt. \]

\( \square \)

Now, we have all the tools at hand to prove Theorem 4.1. Since the principle idea of the proof is the same as in [16, Theorem 3.5], we will not go too much into the details here. However, in order to see, where the strengthened weak-strong-principle comes into play, we give the main ideas as follows.

**Proof of Theorem 4.1.** To begin with, let \( f \in H_{\nu,0}(\mathbb{R}; H) \) and such that \( \inf \text{spt } f > -\infty \). Now, let \( u_n \in H_{\nu,0}(\mathbb{R}; H) \) solve

\[
(\partial^{-1}_0 M_n (\partial_0^{-1} + A)) u_n = f.
\]

By causality, it follows that \( \inf_{n \in \mathbb{N}} \inf \text{spt } u_n > -\infty \). Moreover, it is easy to see that \( (u_n)_n \) is bounded in \( H_{\nu,-1}(\mathbb{R}; H_1(A)) \). There is a weakly convergent subsequence \( (u_{n_k})_k \) with limit \( u \). Theorem 5.2 ensures that \text{w-lim}_{k \to \infty} \partial_0 M_{n_k} (\partial^{-1}_0) u_{n_k} = \partial_0 M (\partial^{-1}_0) u \) in \( H_{\nu,-2}(\mathbb{R}; H) \). Realizing that \( (Au_{n_k})_k \) weakly converges to \( Au \), we arrive at

\[
(\partial_0 M (\partial^{-1}_0 + A)) u = f.
\]

The well-posedness of the latter equation yields uniqueness of the limit of \( (u_{n_k})_k \). Thus, \( (u_n)_n \) weakly converges in \( H_{\nu,0}(\mathbb{R}; H) \). A density argument shows that \( (\partial_0 M_n (\partial^{-1}_0 + A)^{-1} \) converges in the weak operator topology of \( L(H_{\nu,0}(\mathbb{R}; H)) \) to \( (\partial_0 M (\partial^{-1}_0 + A)^{-1} \).
\section{The proof of Theorem 4.1 and the weak-strong principle}

Let \((f_n)_n\) be a weakly convergent sequence in \(H_{\nu,0} \cap H_{\nu,1}(\mathbb{R}; H)\) for some \(\nu > \nu_1 > 1/(2r)\), satisfying the integrability condition given in the theorem. Denote its limit by \(f\). Now, let \(u_n \in H_{\nu,0}(\mathbb{R}; H)\) solve

\[(\partial_0 M_n (\partial_0^{-1}) + A) u_n = f_n.\]

Following an idea given in [10, proof of Lemma 3.2], we decompose \(u_n = v_n + w_n\) in the way that \(v_n\) and \(w_n\) are the solutions of the respective equations

\[(\partial_0 M_n (\partial_0^{-1}) + A) v_n = f,\]

and

\[(\partial_0 M_n (\partial_0^{-1}) + A) w_n = f_n - f,
\]

for all \(n \in \mathbb{N}\).

We know already that \((v_n)_n\) weakly converges to the solution \(u\) of the following problem

\[(\partial_0 M (\partial_0^{-1}) + A) u = f.\]

We are left with showing that \((w_n)_n\) (weakly) converges to 0. For this, observe that we have that \((\partial_0^{-2} w_n)_n\) is bounded in \(H_{\nu,1}(\mathbb{R}; H_1(A))\). Thus by possibly passing to a subsequence, we get that \((\partial_0^{-2} w_n(t))_n\) strongly converges in \(H_0(A)\) for all \(t \in \mathbb{R}\), by the compactness of \(H_1(A) \hookrightarrow H_0(A)\) and the weak continuity of point evaluation. Moreover, let \(C > 0\) be an upper bound for \((|\partial_0^{-2} w_n|\nu,0)_n\).

For \(n \in \mathbb{N}\), we compute with the help of the strict monotonicity of \((\partial_0 M_n (\partial_0^{-1}) + A)\) (recall Remark 1.2(b)) for \(a \in \mathbb{R}\) and Lemma 5.5 applied to the sequence \((e^{-\nu_0 \partial_0^{-2} f_n(\cdot)})_n\) that

\[
c |\partial_0^{-2} w_n| \leq |(\partial_0 M_n (\partial_0^{-1}) + A)\partial_0^{-2} w_n, \partial_0^{-2} w_n| \\
= |\partial_0^{-2}(f_n - f), \partial_0^{-2} w_n| \\
\leq \int_\mathbb{R}_- |\partial_0^{-2}(f_n - f)(t)| |\partial_0^{-2} w_n(t)| e^{-2\nu t} \, dt \\
+ \int_\mathbb{R}_+ |\partial_0^{-2}(f_n - f)(t), \partial_0^{-2} w_n(t)| e^{-2\nu t} \, dt \\
\leq |\chi_{(-\infty, a]}(m_0)\partial_0^{-2}(f_n - f)|_{\nu,0} |\chi_{(-\infty, a]}(m_0)\partial_0^{-2} w_n|_{\nu,0} \\
+ \int_\mathbb{R} |\partial_0^{-2}(f_n - f)(t), \partial_0^{-2} w_n(t)| e^{-2\nu t} \, dt \\
\leq C |\chi_{(-\infty, a]}(m_0)\partial_0^{-2}(f_n - f)|_{\nu,0} + \int_\mathbb{R} |\partial_0^{-2}(f_n - f)(t), \partial_0^{-2} w_n(t)| e^{-2\nu t} \, dt \\
\leq 2C \sup_{n \in \mathbb{N}} |\chi_{(-\infty, a]}(m_0)\partial_0^{-2} \chi_{(-\infty, a]}(m_0) f_n|_{\nu,0} \\
+ \int_\mathbb{R} |\partial_0^{-2}(f_n - f)(t), \partial_0^{-2} w_n(t)| e^{-2\nu t} \, dt
\[ \leq \frac{2C}{\nu^2} \sup_{n \in \mathbb{N}} \chi_{(-\infty, a]}(m_0) f_n |_{\nu,0} + \int_{a}^{\infty} |\partial_0^{-2}(f_n - f)(t), \partial_0^{-2} w_n(t)| e^{-2\nu t} dt \]

\[ \leq \frac{2C}{\nu^2} \sup_{n \in \mathbb{N}} \chi_{(-\infty, a]}(m_0) f_n |_{\nu,0} \\
+ \int_{a}^{\infty} |\partial_0^{-2}(f_n - f)(t) e^{-\nu_1 t}, \partial_0^{-2} w_n(t) e^{-\nu_1 t}| e^{-2(\nu-\nu_1) t} dt, \] where we also used causality of \( \partial_0^{-2} \). Thus,

\[ c|\partial_0^{-2} w_n| \leq \frac{2C}{\nu^2} \sup_{n \in \mathbb{N}} \chi_{(-\infty, a]}(m_0) f_n |_{\nu,0} \\
+ \int_{a}^{\infty} |\partial_0^{-2}(f_n - f)(t) e^{-\nu_1 t}, \partial_0^{-2} w_n(t) e^{-\nu_1 t}| e^{-2(\nu-\nu_1) t} dt. \] (5.1)

By [9, Lemma 3.1.59] or [7, Lemma 5.2], i.e., the continuity of the embedding

\[ H_{\nu_1,1}(\mathbb{R}; H) \hookrightarrow C_{\nu_1}(\mathbb{R}; H) := \{ f \in C(\mathbb{R}; H) ; \sup_{t \in \mathbb{R}} |f(t) e^{-\nu_1 t}|_{H} < \infty \}, \]

the expression \( (t \mapsto |\partial_0^{-2}(f_n - f)(t) e^{-\nu_1 t}| \partial_0^{-2} w_n(t) e^{-\nu_1 t}) |_{n} \) is uniformly bounded in both \( n \) and \( t \). Hence, by Lebesgue’s dominated convergence theorem, the last term on the right-hand side in (5.1) tends to 0 for every given \( a \in \mathbb{R} \). Thus, \( (w_n)_n \) converges to 0 since the first term on the right-hand side in (5.1) tends to zero if \( a \to -\infty \).

\[ \square \]
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