The use of fuzzy decision trees for coffee rust warning in Brazilian crops
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Abstract—This paper proposes the use of fuzzy decision trees for coffee rust warning, the most economically important coffee disease in the world. The models were induced using field data collected during 8 years. Using different subsets of attributes from the original data, three distinct datasets were constructed. The class attribute, representing the monthly infection rate, was used to construct six datasets according to two distinct infection rates. Induced models can be used to trigger alerts when estimated monthly disease infection rates reach one of the two thresholds. The first threshold allows applying preventive actions, whereas the second one requires a curative action. The fuzzy decision tree models were compared to the ones induced by a classic decision tree algorithm, taking into account the accuracy and the syntactic complexity of the models, as well as its quality according to an expert opinion. The fuzzy models showed better accuracy power and interpretability.
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I. INTRODUCTION

Coffee rust (Hemileia vastatrix Berk. & Br.) is the main disease in coffee crops (Coffea arabica L.) in the world. In regions of Brazil, where climate conditions favour the disease, losses can reach about 35%, and sometimes even more than 50% [1]. In addition to its economical importance, the coffee rust disease meets other requirements that justify the development of forecast and warning models, according to its variations among crop seasons and availability of economically viable control measures.

Several empirical models to predict some features of coffee rust have been proposed. Adjusting the observed data to regression equations is the most common modeling technique [2]. In [3], a model to explain the biological action course of the H. vastatrix is proposed. The values obtained with this model from data observed in the field were used in the development of regression equations to predict the progress rate of the disease [4]. In [5], the potential of neural networks to tackle the coffee rust epidemic is evaluated. In [6], a prediction model using a calculated matrix based on the severity values of the coffee rust is empirically evaluated.

The induction of decision trees (DTs) is an alternative modeling technique. DTs are easy to interpret. Furthermore, the visual approach of DTs is particularly helpful in comprehending sequential decisions and outcome dependencies. Differently from regression techniques, the multicollinearity among independent variables does not affect the performance of the DTs [7]. Also, several variables, numeric and categoric, can be analyzed at the same time, since the DT induction algorithm itself takes care of selecting the most relevant variables (features).

Decision trees were used in [8] to model and predict severity categories of gray leaf spot of maize, as well as in [9] to predict the risk (high or low) of mortality of pine trees due to the Annosus root disease. Specifically related to coffee rust, epidemics of the disease were analyzed with the aid of DT [10]. Decision trees have also been used to predict the infection rate of coffee rust in [11].

Fuzzy decision trees are based on the fuzzy theory proposed by Zadeh [12], which can be considered an extension of the classic set theory. FUZZYDT, described in [13], is a fuzzy DT algorithm based on the classic C4.5 algorithm proposed by Quilan [14]. It uses the same measures of entropy and information gain as C4.5 to recursively induce the model. FUZZYDT fuzzifies the examples of the dataset according to the fuzzy definition of the attributes. This way, the process can be seen as generating a DT using categoric attributes. According to the fuzzy reasoning mechanism, several rules may have a certain compatibility with the input example and are then triggered at the same time. The classification decision can be done using the class in the consequent of the rule with highest compatibility with the input example, or the class with highest sum of compatibility with the input example.

In this paper we present the fuzzy DTs induced by FUZZYDT and compare them with the warning models generated by a classic DT algorithm. Experimental results show the superiority of the fuzzy decision tree models.

The remainder of this paper is organized as follows. Section II describes the data collection, decision trees, including
the FUZZY DT algorithm, and the experiments. Section III presents results and discussion. Section IV presents the conclusions and future work.

II. MATERIAL AND METHODS

This section describes the data collection process and the generation of the datasets used in the experiments, introduces the topic of decision trees and the FUZZY DT algorithm, and presents the experiments.

A. Data Collection

The data used in this work were collected by Japiassú et al. [15] and refer to the monthly following up of the coffee rust incidence at the Experimental Farm of the Procafé Foundation, in Varginha, Minas Gerais, Brazil (21°34’0”S, 45°24’22”W), during 8 years (October, 1998 – October, 2006). For each year, four plots with large spacing (about 4,000 plants/ha) and four dense plots (about 8,000 plants/ha) were selected. For each spacing, two plots with large fruit load (above 30 bags/ha) were selected. The sampling method adopted is recommended by Chalfoun [16]. The final dataset includes 182 examples from the total 192 available ones (monthly collected during 8 years for two different spacings). The remaining 10 samples were discarded due to problems in the collection process. No disease control was done for the agricultural year in the selected plots.

Meteorological data, such as air temperature (average, maximum, and minimum), pluvial precipitation, and relative humidity of the air, were recorded every 30 minutes by an automatic meteorological station (Davis company, Growweather Industrial model) installed close to the places of evaluation of the coffee rust incidence. The coffee rust progress between one evaluation and the following, i.e., the infection rate, was defined as the dependent variable. Monthly infection rates were calculated by subtracting the disease incidence of the current month from the incidence of the previous one. The numerical values of the infection rates were mapped into two categories (or classes) [11].

The first option of the binary infection rate was done by creating the INF_RATE_G5 variable, with value 1 for infection rates equal or greater than 5 percentage points (pp) and 0 otherwise. To allow further comparisons, the INF_RATE_G10 variable was created, with value 1 for infection rates equal or greater than 10 pp, and 0 otherwise. The decision threshold set in 5 pp was determined based on the 5% incidence limit of the coffee rust recommended by Zambolim et al. [1] for the disease control. The decision threshold set to 10 pp was determined based in Kushalappa et al. [4], who proposed the risk limit of 10% of incidence to recommend the use of fungicide. It is important to notice that this value (10%) is close to the upper limit of 12% of sick leaves recommended for the use of systemic fungicides [1].

The meteorological predictive attributes were derived for probable periods of infection of the H. vastatrix determined by estimates of the incubation period of the fungus (calculated with a regression equation). Some of these attributes aim at contemplating known results and aspects of the disease epidemics found in the literature. Further details on the data preparation steps can be found in [17].

B. Decision Trees and FUZZY DT

A DT is a hierarchical model, which is widely used by the machine learning community, implementing the divide-and-conquer strategy. Moreover, it is an efficient non-parametric method. The well-known C4.5 DT algorithm generates a decision tree by recursively creating nodes labeled by the features selected at each step, using the information gain and entropy measures when deciding on the importance of the features. Regarding the pruning process, C4.5 uses post-pruning, i.e., the pruning takes place after the tree is completely induced. The pruning process basically assesses the error rates of the tree and its components directly on the set of training examples [14]. The default confidence limits used by C4.5 is 25%. By default, leaf nodes are created when at least 2 examples fit the node.

FUZZY DT, proposed in [13], uses the same measures of C4.5 (entropy and information gain) to decide on the importance of the features. However, the features are all defined in terms of fuzzy sets, and the training set is fuzzified before the decision tree induction. This way, the process can be seen as inducing a tree using only discrete features.

Classic DTs can be seen as a set of disjunct rules in which only one rule is fired to classify a new example. Differently, fuzzy decision trees can be seen as a set of rules which can be fired simultaneously, each one with a degree of compatibility, in order to classify a new example. To this end, the classic or the general fuzzy reasoning methods can be applied. The classic fuzzy reasoning method uses the class of the rule with highest compatibility to the input example to classify it, while the general fuzzy reasoning method uses the class with highest sum of compatibility among all rules with the same class in the consequent. In other words, a classic DT classifies a new example by checking the root test and then following the next triggered branch of the tree, until reaching a leaf. FUZZY DT, on the other hand, calculates a membership degree for the input values in each fuzzy set defining the attributes. This way, it is possible to compute a confidence degree for each rule which covers the input example. Since all branches might be fired, this confidence degree is used by the classification process giving credibility to the final classification decision. Observe that for a classic DT, whenever the input values are located in the decision frontiers, misclassification might occur.

C. Experiments

Experiments were carried out with J48, a C4.5 implementation in the WEKA [18] framework, and with FUZZY DT. Our own implementation of the FUZZY DT was used. Both
algorithms were executed using default parameters, except the minimum number of examples in terminal nodes, which was set to 5. The following aspects were considered to compare the results:

- Performance, in terms of error rates;
- Interpretability of the generated models, in terms of their syntactic complexity, taking into consideration the number of rules generated and the number of conjunctions of these rules, i.e. the rule length.

Table I describes the general characteristics of the datasets used (Dataset), presenting number of features, including the number of continuous and discrete features, respectively, in brackets, number of classes, majority error (ME) – representing the error obtained by the most naive classifier, i.e. a classifier which classifies all examples using the dataset majority class –, and number of fuzzy sets defining the attributes (FS). The number of fuzzy sets was empirically defined. Triangular fuzzy sets evenly distributed in the partitions were used. The experiments with FuzzyDT used the classic fuzzy reasoning method, which classifies a new example using the class of the rule with the highest compatibility with it.

The names of the datasets are intended to present information regarding the set of variables used and the infection rate for the class. Three predictive attribute selections were chosen. The first option (M1) included all 23 predictive attributes. Option M2 included attributes derived from meteorological variables measured by sensors available in most meteorological stations. This way, we aim at widening the use of the models. M3 excluded from M2 the attributes whose preparation depended on hour recordings. This is due to the fact that, in general, available public data from meteorological stations of other institutions is often daily summarized. Again, the motivation here was to widen the use of the induced models. M3 excluded from M2 the attributes whose preparation depended on hour recordings. This is due to the fact that, in general, available public data from meteorological stations of other institutions is often daily summarized. Again, the motivation here was to widen the use of the induced models. M3 excluded from M2 the attributes whose preparation depended on hour recordings. This is due to the fact that, in general, available public data from meteorological stations of other institutions is often daily summarized. Again, the motivation here was to widen the use of the induced models.

Table II describes the variable names, where the two first ones are class related, type (T: binary (B) or numeric (N)), unit (U) (mm: millimetres; h: hour; mm/h: millimetres per hour; km/h: kilometres per hour; °C: degrees Celsius; %: percentage), and descriptions of all attributes. Columns named 1, 2, and 3 present a check mark for the variables included in the corresponding datasets M1, M2, and M3.

### Table I: Characteristics of the datasets and number of fuzzy sets defining the attributes.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Features</th>
<th>Classes</th>
<th>ME</th>
<th>FS</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1G5</td>
<td>23 (22, 1)</td>
<td>2</td>
<td>46.15</td>
<td>3</td>
</tr>
<tr>
<td>M1G10</td>
<td>23 (22, 1)</td>
<td>2</td>
<td>29.12</td>
<td>3</td>
</tr>
<tr>
<td>M2G5</td>
<td>14 (13, 1)</td>
<td>2</td>
<td>46.15</td>
<td>3</td>
</tr>
<tr>
<td>M2G10</td>
<td>14 (13, 1)</td>
<td>2</td>
<td>29.12</td>
<td>3</td>
</tr>
<tr>
<td>M3G5</td>
<td>11 (10, 1)</td>
<td>2</td>
<td>46.15</td>
<td>3</td>
</tr>
<tr>
<td>M3G10</td>
<td>11 (10, 1)</td>
<td>2</td>
<td>29.12</td>
<td>3</td>
</tr>
</tbody>
</table>

### Table II: Description of the variables.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>T</th>
<th>U</th>
<th>Description</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>INF_RATE_G5</td>
<td>B</td>
<td>-</td>
<td>Infection rate</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>INF_RATE_G10</td>
<td>B</td>
<td>-</td>
<td>Infection rate</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>01 - RAINY_DAYS</td>
<td>N</td>
<td>days</td>
<td>Number of rainy days</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>02 - SPACING</td>
<td>B</td>
<td>-</td>
<td>Spacing: dense or wide crops</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>03 - RAIN_PREC_AVG</td>
<td>N</td>
<td>mm</td>
<td>Average of daily rain precipitation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>04 - AVG_MAX_RAIN</td>
<td>N</td>
<td>mm/h</td>
<td>Average of the maximum daily rain precipitation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>05 - NH_RH_95</td>
<td>N</td>
<td>h</td>
<td>Daily average of night hours with air relative humidity ≥ 95%</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>06 - DH_RH_95</td>
<td>N</td>
<td>h</td>
<td>Daily average of hours when air relative humidity ≥ 95%</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>07 - AC_RAIN_PREC</td>
<td>N</td>
<td>mm</td>
<td>Rain precipitation accumulated</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>08 - SUM_NH_RH_95</td>
<td>N</td>
<td>h</td>
<td>Sum of NH_RH_95</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>09 - SUM_DH_RH_95</td>
<td>N</td>
<td>h</td>
<td>Sum of DH_RH_95</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>10 - WIND_SUM_AVG</td>
<td>N</td>
<td>km/h</td>
<td>Wind speed sum average</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>11 - D_TEMP_AVG_95</td>
<td>N</td>
<td>°C</td>
<td>Average daily temperature when air relative humidity ≥ 95%</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>12 - AVG_MAX_TEMP</td>
<td>N</td>
<td>°C</td>
<td>Average of the maximum daily temperatures</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>13 - AVG_MAX_T_IP</td>
<td>N</td>
<td>°C</td>
<td>Average of the maximum daily temperatures for incubation period</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>14 - AVG_TEMP</td>
<td>N</td>
<td>°C</td>
<td>Average of the temperatures</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>15 - AVG_T_IP</td>
<td>N</td>
<td>°C</td>
<td>Average of the daily temperatures for incubation period</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>16 - AVG_MIN_TEMP</td>
<td>N</td>
<td>°C</td>
<td>Average of the minimum daily temperatures</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>17 - AVG_MIN_T_IP</td>
<td>N</td>
<td>°C</td>
<td>Average of the minimum daily temperatures for incubation period</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>18 - REL_HUM</td>
<td>N</td>
<td>%</td>
<td>Daily air relative humidity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>19 - WIND_AVG</td>
<td>N</td>
<td>km/h</td>
<td>Average of the daily wind speed</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>20 - ACC_D_INPEC</td>
<td>N</td>
<td>-</td>
<td>Daily accumulated infection value</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>21 - UID</td>
<td>N</td>
<td>days</td>
<td>Number of unfavourable days for infection</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>22 - FVFID</td>
<td>N</td>
<td>days</td>
<td>Number of very favourable and very favourable days for infection</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>23 - VFHID</td>
<td>N</td>
<td>days</td>
<td>Number of very favourable days for infection</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

### III. Results and Discussion

The focus of the coffee rust control must be placed on large fruit load years, when the disease progress is faster and the attack more severe. The warning models presented in this section predict the infection of the following month based on 5 pp and 10 pp increase rates. These models might be helpful to decide on when and what type of measures must be taken for the disease control.

Both methods presented similar execution time. Regarding the accuracy of the induced models, Table III presents the majority error of each dataset (ME) and the error rates (Error) and standard deviation (SD) obtained by the FuzzyDT and J48 algorithms. The error rates were calculated using the 10-fold cross-validation strategy. The smaller error rate for each model is light-grey shaded.

It can be observed that FuzzyDT obtained the smallest error rates for all datasets. However, for both algorithms, J48 and FuzzyDT, the error rate standard deviations were considerably high.
Aiming to verify if the high error rate standard deviations were due to the kind of model induced (DTs), we investigated the results obtained by other kinds of models. To this end, the following learning algorithms, all of them available in the WEKA framework, were executed with default parameters: Nearest Neighbor using 3 neighbors (which classifies an input with the class of the closest examples to it); Naive Bayes (a probabilistic model); Random Forests (which induces rules based on the divide and conquer strategy and partial decision trees); and a multi-layer perceptron (a neural network approach). For all these learning algorithms the error rates were higher than those obtained by FUZZY DT, having also high standard deviations. This shows that the problem is not related to the kind of model induced. For the DT models, the high error rate standard deviations indicate that there are some rules with high misclassification rates. This problem can be tackled by focusing on these rules in order to search for possible exceptions, as proposed in [19]. Moreover, for FUZZY DT, the definition of the class as a fuzzy attribute may also help to alleviate the problem.

To test whether there was a statistically significant difference among the algorithms, the Wilcoxon [20] matched pair test and the Mann-Whitney [21] test were performed. Both tests stated that FUZZY DT and J48 differ significantly with 95% confidence.

Table IV presents the number of rules (Rules), total number of conjunctions (Conjs), and the number of attributes present in each model (Attribs) for the FUZZY DT and J48 algorithms, of the models generated with all the training examples. The smaller number of rules, conjunctions, and attributes for each model is indicated by a light-grey shade.

Table IV: Number of rules, conjunctions, and attributes.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>FUZZY DT</th>
<th>J48</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1G5</td>
<td>5 8 2</td>
<td>6 20 4</td>
</tr>
<tr>
<td>M1G10</td>
<td>15 3</td>
<td>8 34 7</td>
</tr>
<tr>
<td>M2G5</td>
<td>3 1 3</td>
<td>5 13 3</td>
</tr>
<tr>
<td>M2G10</td>
<td>9 22 4</td>
<td>4 9 3</td>
</tr>
<tr>
<td>M3G5</td>
<td>7 15 3</td>
<td>5 12 4</td>
</tr>
<tr>
<td>M3G10</td>
<td>7 15 3</td>
<td>4 9 3</td>
</tr>
</tbody>
</table>

Regarding the number of rules and conjunctions, FUZZY DT presented smaller values for the first three datasets, while J48 for the remaining ones. It is interesting to notice that for the first three datasets, although the difference in the number of rules is not expressive, J48 presented a considerable larger number of conjunctions when compared to FUZZY DT. In other words, J48 induced more specialized rules. On the other hand, FUZZY DT presented a larger number of conjunctions for the M2G10 dataset.

Another important issue regarding the interpretability of the models is the number of attributes they include. FUZZY DT presented a smaller number of attributes for four datasets and a tie for one dataset (M3G10), while J48 presented less attributes for only one dataset (M2G10). Notice that although FUZZY DT produced larger numbers of rules and conjunctions for the last three datasets, the number of attributes included in the models is not larger than the ones included in the J48 induced models. In fact, the number of fuzzy sets is directly related to the number of rules produced in the final models.

For the M1G5 dataset, the model induced by J48 presented an issue related to classic decision trees: the repeated use of the same numerical attribute in a single branch/rule. This is shown in the following rules/branches (underlined). Note that these two rules represent only part of the induced model. This characteristic makes it harder to understand the whole model.

1) If UID is ≤ 25 and AVG_MAX_T_IP is ≤ 28.6
and D_TEMP_AVG_95 is ≤ 17.6 and WIND_SUM_AVG is ≤ 2.9
and D_TEMP_AVG_95 is ≤ 163 then class is 0
2) If UID is ≤ 25 and AVG_MAX_T_IP is ≤ 28.6
and D_TEMP_AVG_95 is ≤ 17.6 and WIND_SUM_AVG is ≤ 2.9
and D_TEMP_AVG_95 is ≤ 163 then class is 1

In order to allow further analysis, next we present and discuss the model induced by J48 for the M3G10 dataset — Figure 1. This model uses three attributes with binary outcome tests. According to this model, the effect of the daily air relative humidity (REL_HUM) has prevailed if compared to the temperature influence. REL_HUM is included with higher importance in the faster evolution periods of the coffee rust. Higher average temperatures in the incubation period (AVG_MAX_T_IP) and lower daily average temperatures (AVG_TEMP) during the infection period had a negative effect on the infection rates, confirming epidemiologic studies of the disease [10].

For the fuzzy model, first we present it as a set of rules, followed by the tree in Figure 2.

- IF AVG_MIN_TEMP is LOW then CLASS is 0
- IF AVG_MIN_TEMP is MEDIUM then CLASS is 0
- IF AVG_MIN_TEMP is HIGH and REL_HUM is LOW then CLASS is 1
- IF AVG_MIN_TEMP is HIGH and REL_HUM is MEDIUM then CLASS is 0
- IF AVG_MIN_TEMP is HIGH and REL_HUM is HIGH and AVG_MAX_T_IP is LOW then CLASS is 1
- IF AVG_MIN_TEMP is HIGH and REL_HUM is HIGH and AVG_MAX_T_IP is MEDIUM then CLASS is 1
- IF AVG_MIN_TEMP is HIGH and REL_HUM is HIGH and AVG_MAX_T_IP is HIGH then CLASS is 0

Although the model also uses three attributes, one of them differs from the J48 model (for the FUZZY DT model, the average minimum temperature is used, while J48 uses...
From the interpretability point of view, it is more pleasant to read the fuzzy model. Although the linguistic values must be representative for the user, the fuzzy model does not have unnatural separations of attributes as in the J48 model, which complicates the understanding of the model and force different classifications for very similar examples. To illustrate this issue, consider two input examples, with 80 as relative humidity, 22.2 for the average maximum temperature for the incubation period, but different average temperatures, the first having 21.2 and the second 21.3; although they are almost identical, the J48 model will classify the first input as class 0, while the second one will be classified as class 1. In cases like this, it is difficult to justify the classifications. The fuzzy model, on the other hand, will use the compatibility degrees of each rule (or branch) to justify the classification.

The fuzzy model shows the importance of the daily minimum temperatures average attribute (AVG_MIN_TEMP). The leaf wetness necessary for the germination of the spores of the *H. vastatrix* generally happens during the night period, when the minimum daily temperature also occurs. The other two variables are the same as the J48 model, with compatible behaviors in both models, with exception to the rule “IF AVG_MIN_TEMP is HIGH and REL_HUM is LOW THEN CLASS is 1”. From the expert point of view, specifically for this rule, class 0 would be expected.

For large fruit load years, late atomizations are not recommended after the confirmation that the incidence levels of the coffee rust is higher than 5% [2]. This way, the MxG5 models are more indicated for the decision support of the disease control. MxG10 models, on the other hand, might be used as additional instruments informing and alerting about the fact that measures taken should be more urgent and/or effective, based on the fact that conditions are favourable for an even more accelerated development of the disease.

**IV. CONCLUSION**

The coffee rust disease can be found in all Brazilian coffee crops. It is the most important coffee disease in the world. The Brazilian losses in regions with favorable conditions to the disease reach, on average, about 35%. Since this disease has a high economical impact, several models have been proposed for its control and warning.

In this paper, we presented and compared two decision tree methods for the warning of the coffee rust disease: a fuzzy and a classic model. Data collected in the field were used to form six datasets based on two different infection rate levels (5 pp and 10 pp) and three distinct subsets of selected attributes (M1, M2, and M3). Fuzzy and classic decision trees were induced for all datasets.

The classic model used in this paper is the J48, an implementation of C4.5. The fuzzy model, namely FuzzyDT, is based on the classic C4.5 decision tree, but incorporates all the interesting characteristics of the fuzzy logic related to interpretability and handling of continuous attributes.

FuzzyDT presented competitive error rates and models. FuzzyDT also has the advantage of producing better interpretable models with no unnatural discretization of the attributes. It is important to highlight the fact that, although the fuzzy models showed better performance for all datasets, the improvement, when compared to the J48 models, was more expressive for the MxG10 datasets.
Regarding the selection of features for the definition of the three models (M1, M2, and M3), models M3 (with the smallest subset of attributes) had competitive performance, having the advantage that meteorological hourly records are not included.

As future work, we intend to tackle the high standard deviation rates by searching for exception rules to be included in the final classification model. We also intend to transform the class attribute into a fuzzy variable, considering three linguistic labels related to the infection rate: low $\leq 5$ pp, 5 pp $< medium \leq 10$ pp, and $high > 10$ pp.
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