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Abstract

Aggregating statistical representations of classes is an important task for current trends in scaling up learning and recognition, or for addressing them in distributed infrastructures. In this perspective, we address the problem of merging probabilistic Gaussian mixture models in an efficient way, through the search for a suitable combination of components from mixtures to be merged. We propose a new Bayesian modelling of this combination problem, in association to a variational estimation technique, that handles efficiently the model complexity issue. A main feature of the present scheme is that it merely resorts to the parameters of the original mixture, ensuring low computational cost and possibly communication, should we operate on a distributed system. Experimental results are reported on real data.
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1 Introduction

In this paper, we address the issue of probabilistic mixture model combination, in the case input and output models are Gaussian mixture models (GMM). This case is important, as this semi-parametric form is one of the most employed and versatile tool for modelling the density of multivariate continuous features. It is in particular employed for multimedia data, whether audio [24] or visual, static [15] or dynamic [11].

Aggregation of class models is a classical topic, but growing needs from many fields can be observed. Existing statistical learning and recognition tasks are being transposed onto distributed computing systems (cluster, P2P). Related applications include scaling up class-based multimedia retrieval systems [23] or estimation from sensor networks [21]. Data structures (e.g. tree-based) to handle masses of probabilistic models can also require merging these models [28].

In such contexts, one should be able to make learning sub-systems cooperate or compete, possibly in a decentralized fashion [4, 20]. This paper covers a central task among these: how multiple parametric models of the same class, but estimated from distributed sources, may merge into a single model, which parameters and complexity should be determined? A sensible benchmark would be supplied through a model that would have been directly estimated on a centralized data source.

While a simple solution for a combined model would be obtained by a weighted sum of Gaussian mixtures, this would generally result in an unnecessarily high number of Gaussian components, with a view to capturing the underlying probability density. The scope of the paper is a new scheme for estimating, from such a possibly over-complex mixture, a mixture that is more parsimonious, yet attempts to preserve the ability to describe the underlying generative process. Preserving parsimony is particularly important if such combinations follow one after another, as one may face in large-scale cooperative multimedia class learning, in multi-target temporal tracking applications, or for building a tree index of models.

A straightforward solution would consist in sampling data from this combined mixture and re-estimating a mixture from this data, but this is generally not cost effective, especially in high dimensional spaces. In contrast, our technique operates on the sol parameters of the over-complex mixture parameters, ensuring lower cost for computation and communication, should the scheme operated in a distributed setting. In fact, parsimony is obtained through combination of Gaussian components. By employing a Bayesian formulation of the over-complex mixture parameter estimation and a variational approach to its resolution, the amount of compression and the suitable combination of Gaussian components may be jointly determined.
Gaussian mixture simplification through crisp combination of Gaussian components may, for small-size problems, be addressed through the Hungarian method to obtain a globally optimal combination [17]. Lower cost, local optima have been sought in [13], where the authors seek a combination that minimizes an approximation of Kullback-Leibler loss. Their technique may be viewed as a kind of k-means operating over components. As an alternative, a procedure akin to ascendent hierarchical clustering operating on Gaussian components is proposed in [26].

The search space considered in [28] is richer, as linear combinations of components are sought, rather than binary assignments, corresponding to a shift from k-means to maximum likelihood and EM operating on Gaussian components. However, these works leave open the central issue of the criterion and procedure for determining the desirable number of components.

Let us also contrast the present work from advances in combinations of classifiers [16] (ensemble methods [12], mixture of experts [6]). The present work does not combine opinions or decisions given by discriminant classifiers on a particular data set, but rather considers generative parametric class models and merges them at parameter level, without accessing data.

Bayesian estimation of mixture models is a well-known principle to solving the above issue, especially model complexity. In particular, the variational resolution provides a good trade-off between accuracy and computation efficiency, with a procedure known as Variational Bayes-EM [2] (VBEM hereafter), that compares favorably to more classical approximations of the posterior (BIC, Laplace). Yet, the standard use of VBEM is applied to data in $\mathbb{R}^n$. The central contribution of our paper is to demonstrate how simplification of an over-complex mixture may be carried out effectively by extending the Variational Bayes-EM principles to handling Gaussian components instead of real vectors. Fig 1 sketches this goal.

In section 2, we disclose this reformulation of the VBEM variational probability distribution that takes parameters rather than pointwise data as input. We show that this leads to coupled update equations, from which we derive an iterative EM-like algorithm. Yet, under the assumption of several non-redundant mixtures to be merged, it would make sense to prevent reunions of components originating from the same source. In section 3, a derivation taking this principle into account is described. Section 4 provides experimental results obtained by applying these algorithms to real data. We draw concluding remarks in section 5.
Figure 1: A toy-size illustration of the task addressed: two mixtures are added, then a suitable combination of components is sought, jointly with the task of determining how many components are required. The setting for prior distributions in the Bayesian estimation is shown as a dashed line.

2 Mixture simplification using the Variational Bayes EM principle

We first recall how the parameters and structure of a Gaussian mixture model may be estimated through a variational Bayes procedure, in the classical case of data in $\mathbb{R}^n$. We then show how this framework may be extended to achieve clustering in a space of Gaussian components.

2.1 Bayesian estimation of a mixture

We consider a set of data $X = [x_1, \ldots, x_N]^T$, to which we attempt to fit a probabilistic model parameterized by $\theta$. The classical maximum likelihood estimation consists in maximizing the quantity $p(X|\theta)$, or equivalently the log-likelihood: $\mathcal{L}(X|\theta) = \ln p(X|\theta)$. This quantity can be interpreted as a measure for the model fit, i.e. how much the model is able to explain $X$. In the case $\theta$ is possibly of any complexity, maximizing $p(X|\theta)$ will always lead to the most complex model, and despite its perfect fit to the data, this model will lose most of its generalization power.

The Bayesian framework consists in treating the log-likelihood as a part of the marginal likelihood, or model evidence:

$$p(X) = \int p(X|\theta) p(\theta) d\theta \tag{1}$$

We stated earlier that the likelihood for over-complex models could grow infinitely: in eqn.
Let us define Gaussian mixture models with the following notations:

\[
p(x_n|\theta) = \sum_{k=1}^{K} \omega_k \mathcal{N}(x_n|\mu_k, \Lambda_k^{-1}) \tag{2}
\]

where \(\omega_k, \mu_k\) and \(\Lambda_k\) are respectively the weight, mean vector and precision matrix for the component \(\theta_k\), and the full parameter set is denoted by \(\theta = \{\theta_k\}\). We also define the following lightweight notations: \(\Omega = \{\omega_k\}, \mu = \{\mu_k\}\) and \(\Lambda = \{\Lambda_k\}\). The \(\omega_k\) are under the constraint \(\sum_k \omega_k = 1\).

Under i.i.d. assumption for \(X\), we can conveniently decompose the global distribution:

\[
p(Z|\Omega) = \prod_{n=1}^{N} \prod_{k=1}^{K} \omega_k^{z_{nk}} \tag{3}
\]

\[
p(X|Z, \mu, \Lambda) = \prod_{n=1}^{N} \prod_{k=1}^{K} \mathcal{N}(x_n|\mu_k, \Lambda_k^{-1})^{z_{nk}} \tag{4}
\]

where \(Z\) is a set of binary variables denoting the component from which each element of \(X\) originates, i.e. \(z_{nk} = 1 \equiv x_n\) i.i.d. from \(\theta_k\).

Various prior distributions for Gaussian mixtures were introduced in previous work. Roberts and al. [25] proposed improper flat priors. The chosen distributions had good non-informative properties, which lead to a simple analytic solution. The distributions induced by a GMM (equations (3) and (4)) naturally suggest the usage of conjugate priors. Indeed, the normal and multinomial distributions are members of the exponential family, and, as such, have a conjugate distribution. Using conjugates has a crucial advantage: the product of a likelihood function and its conjugate leads to an expression of the same functional form as the likelihood. As we will see further, in the variational framework this property highly simplifies the calculations, while preserving all the expressivity of the framework. Conjugates have extensively been used in the literature [2, 5, 10].

### 2.2 Variational Bayes estimation of the model

In this section, firstly we introduce general principles about variational methods, and then decline these for the case of a GMM. This constitutes a preliminary for our method.

We then derive its extension for handling Gaussian components instead of multidimensional data as input, and we explain how general VBEM properties enable automatic suppression of irrelevant Gaussian components in the mixture reduction process.
2.2.1 Review of general principles

We usually distinguish two kinds of random variables: latent variables and parameters. Latent variables scale with the data set (e.g., $Z$, that scales with $X$) while parameters are independent of the data set size (e.g., $\theta$). In this section, let notation $Y$ gather both latent variables and parameters.

For inference tasks, we usually specify a joint distribution $p(X,Y)$ over all variables. The purpose of a method is then to infer a posterior distribution $p(Y|X)$.

Instead of directly inferring $p(Y|X)$, we define a distribution $q$ over $Y$, called variational distribution hereafter. $p(Y|X)$ remains unknown, and the purpose is to approximate it. The following scheme can be seen as an implementation of the principle described by equation 1. According to a simple application of Bayes’ rule, the decomposition of the marginal likelihood into a lower bound and a Kullback-Leibler divergence holds:

$$\ln p(X) = L(q) + KL(q \parallel p)$$

with:

\[
\begin{align*}
\mathcal{L}(q) &= \int q(Y) \ln \left\{ \frac{p(X,Y)}{q(Y)} \right\} dY \\
KL(q \parallel p) &= -\int q(Y) \ln \left\{ \frac{p(Y|X)}{q(Y)} \right\} dY
\end{align*}
\]

As we stated previously, $\ln p(X)$ is a constant. This means that maximizing $\mathcal{L}(q)$ is equivalent to minimizing the divergence between $p(Y|X)$ and $q(Y)$. Solving this problem will therefore provide us with an approximation to $p(Y|X)$.

Tractability of further calculations are ensured by assuming it is possible to express $q(Y)$ in a factorized form:

$$q(Y) = \prod_{i=1}^{M} q_i(Y_i)$$

Under this formalism, we can rewrite (6) w.r.t. to a single term $q_j$:

$$\mathcal{L}(q) = \int q_j \ln \tilde{p}(X,Y_j) dY_j - \int q_j \ln q_j dY_j + \text{const}$$

with:
\[
\ln \tilde{p}(X, Y_j) = \int \ln p(X, Y) \prod_{i \neq j} q_i dY_i \\
= E_{i \neq j} [\ln p(X, Y)] + \text{const} 
\] (10)

\[E_{i \neq j} [.]\] denotes the expectation w.r.t. \(q_i\) terms for \(i \neq j\).

The expression (9) is a negative KL divergence between \(q_j\) and \(\tilde{p}(X, Y_j)\). This means that maximizing \(\mathcal{L}(q)\) is equivalent to minimizing this KL divergence. This occurs when the two distributions are equal, we can therefore define \(q_j\) in its optimal setting:

\[
\ln q_j^* = E_{i \neq j} [\ln p(X, Y)] + \text{const} 
\] (12)

Let us consider the more specific case of Gaussian mixtures. We previously defined the distributions (3) and (4), and now give the corresponding priors:

\[
p(\Omega) = \text{Dir}(\Omega|\alpha_0) = C(\alpha_0) \prod_{k=1}^{K} \omega_k^{\alpha_0 - 1} 
\] (13)

\[
p(\mu, \Lambda) = p(\mu|\Lambda)p(\Lambda) \\
= \prod_{k=1}^{K} \mathcal{N}(\mu_k|m_0, (\beta_0\Lambda_k)^{-1}) \mathcal{W}(\Lambda_k|W_0, \nu_0) 
\] (15)

where \(\text{Dir}\) and \(\mathcal{W}\) respectively denote the Dirichlet and Wishart distributions.

According to the associated graphical model (figure 2), expressions (4), (3), (13) and (15) define the following joint distribution:

\[
p(X, Z, \Omega, \mu, \Lambda) = p(X|Z, \mu, \Lambda)p(Z|\Omega)p(\Omega)p(\mu|\Lambda)p(\Lambda) 
\] (16)

Figure 2: Graphical model associated with the Bayesian GMM estimation problem
We define a factorized variational distribution:

\[ q(Z, \Omega, \mu, \Sigma) = q(Z)q(\Omega)\prod_k q(\mu_k, \Sigma_k) \]  

(17)

Applying formula (12) for \( q(Z) \), and identifying the obtained posterior to a multinomial functional form gives the following estimates:

\[ r_{nk} = \frac{\rho_{nk}}{\sum_{j=1}^{K} \rho_{nj}} \]  

(18)

with unnormalized log estimates:

\[
\ln \rho_{nk} = \mathbb{E}[\ln \omega_k] + \frac{1}{2} \mathbb{E}[\ln \det(\Lambda_k)] - \frac{D}{2} \ln(2\pi) - \frac{1}{2} \mathbb{E}_{\mu_k, \Lambda_k}[(x_n - \mu_k)^T \Lambda_k (x_n - \mu_k)]
\]  

(19)

This update scheme uses the following moments evaluated w.r.t. the current \( \theta \) estimates:

\[
\mathbb{E}_{\mu_k, \Lambda_k}[(x_n - \mu_k)^T \Lambda_k (x_n - \mu_k)] = D \beta_k^{-1} + \nu_k (x_n - m_k)^T W_k (x_n - m_k)
\]  

(20)

\[
\ln \hat{\Lambda}_k \equiv \mathbb{E}[\ln \det(\Lambda_k)] = \sum_{i=1}^{D} \psi \left( \frac{\nu_k + 1 - i}{2} \right) + D \ln 2 + \ln \det(W_k)
\]  

(21)

\[
\ln \hat{\omega}_k \equiv \mathbb{E}[\ln \omega_k] = \psi(\alpha_k) - \psi(\hat{\alpha})
\]  

(22)

For convenience, current \( r_{nk} \) estimates are used to define these synthetic statistics:

\[
N_k = \sum_{n=1}^{N} r_{nk}
\]  

(23)

\[
\bar{x}_k = \frac{1}{N_k} \sum_{n=1}^{N} r_{nk} x_n
\]  

(24)

\[
S_k = \frac{1}{N_k} \sum_{n=1}^{N} r_{nk} (x_n - \bar{x}_k)(x_n - \bar{x}_k)^T
\]  

(25)

Again applying formula (12), and identifying adequate functional forms, we obtain posterior model parameters estimates:

\[ \alpha = (\alpha_k) \text{ and } \alpha_k = \alpha_0 + N_k \]  

(26)
\[ \beta_k = \beta_0 + N_k \]  
\[ m_k = \frac{1}{\beta_k} (\beta_0 m_0 + N_k \bar{x}_k) \]  
\[ W_k^{-1} = W_0^{-1} + N_k S_k + \frac{\beta_0 N_k}{\beta_0 + N_k} (\bar{x}_k - m_0)(\bar{x}_k - m_0)^T \]  
\[ \nu_k = \nu_0 + N_k \]  

Cycling through these update equations implements an EM-like algorithm. More precisely:

- E step: compute expressions (18), (20), (21), (22), (23), (24) and (25)
- M step: compute expressions (26), (27), (28) and (29)

### 2.2.2 Handling components to cluster as virtual samples

The introduction of this paper discussed contexts related to multimedia class description sharing, in which recovering a common parsimonious mixture is a central issue. Now consider an arbitrary mixture defining \( L \) components, with parameters \( \theta' = \{ \Omega', \mu', \Lambda' \} \). Let us note that this mixture might be obtained by regrouping several descriptions. We then assume that \( X \) and \( Z' \) were i.i.d sampled from this distribution. It is therefore possible to regroup \( X \) according to the component from which its data was drawn. It leads us to the following formalism: \( X = \{ \hat{x}_1, \ldots, \hat{x}_L \} \) with \( \text{card}(X) = N, \hat{x}_l = \{ x_n | z'_nl = 1 \} = \{ x_{ln} \} \) and \( \text{card}(\hat{x}_l) = \omega'_l N \). Now we express the likelihood (4) of such a dataset under a new and unknown model \( \theta = \{ \Omega, \mu, \Lambda \} \).

Let us note that this new model comes with its specific latent variable \( Z \neq Z' \). For the further developments to be tractable, we assume that \( \forall x_n \in \hat{x}_l, z_{nk} = \text{const} = z_{lk} \). This can seem a strong assumption, but simplifying a model will be more likely about regrouping components, so in general it will hold. Thus we can rewrite expression (4) as follows:

\[
p(X|Z, \mu, \Lambda) = \prod_{k=1}^{K} \prod_{l=1}^{L} p(\hat{x}_l|Z, \mu_k, \Lambda_k)^{z_{lk}} \]  

\[
p(X|Z, \mu, \Lambda) = \prod_{k=1}^{K} \prod_{l=1}^{L} \left[ \sum_{n=1}^{N} N(x_{ln}|\mu_k, \Lambda_k^{-1}) \right]^{z_{lk}} \]  

\[
\ln p(X|Z, \mu, \Lambda) = \sum_{k=1}^{K} \sum_{l=1}^{L} z_{lk} \left[ \sum_{n=1}^{N} \ln \mathcal{N}(x_{ln}|\mu_k, \Lambda_k^{-1}) \right] \]  

\[ p(X|Z, \mu, \Lambda) = \prod_{k=1}^{K} \prod_{l=1}^{L} p(\hat{x}_l|Z, \mu_k, \Lambda_k)^{z_{lk}} \]  

\[ p(X|Z, \mu, \Lambda) = \prod_{k=1}^{K} \prod_{l=1}^{L} \left[ \sum_{n=1}^{N} \mathcal{N}(x_{ln}|\mu_k, \Lambda_k^{-1}) \right] \]  

\[ \ln p(X|Z, \mu, \Lambda) = \sum_{k=1}^{K} \sum_{l=1}^{L} z_{lk} \left[ \sum_{n=1}^{N} \ln \mathcal{N}(x_{ln}|\mu_k, \Lambda_k^{-1}) \right] \]
For $N$ sufficiently large, we can make the following approximation:

$$
\omega'_{lN} \sum_{n=1}^{\omega'_{lN}} \ln \mathcal{N}(x|\mu_k, \Lambda_k^{-1}) \simeq \omega'_{lN} \mathbb{E}_{\mu'_l, \Lambda'_l} \left[ \ln \mathcal{N}(x|\mu_k, \Lambda_k^{-1}) \right] \tag{34}
$$

This statement is known as virtual sampling, and was introduced in [29, 28].

The expectation may be explicited:

$$
\mathbb{E}_{\mu'_l, \Lambda'_l} \left[ \ln \mathcal{N}(x|\mu_k, \Lambda_k^{-1}) \right] = \int \mathcal{N}(x|\mu'_l, \Lambda'_l^{-1}) \ln \mathcal{N}(x|\mu_k, \Lambda_k^{-1}) \, dx \tag{35}
$$

$$
\mathbb{E}_{\mu'_l, \Lambda'_l} \left[ \ln \mathcal{N}(x|\mu_k, \Lambda_k^{-1}) \right] = -KL \left( \mathcal{N}(x|\mu'_l, \Lambda'_l^{-1}) \parallel \mathcal{N}(x|\mu_k, \Lambda_k^{-1}) \right) - H(\mathcal{N}(x|\mu'_l, \Lambda'_l^{-1})) \tag{36}
$$

with $KL(q_0 \parallel q_1)$ the KL divergence of $q_1$ from $q_0$ and $H(q_0)$ the entropy of $q_0$. These two terms benefit from closed-form expressions [7]. Thus by reinjecting (36) into (34), and then (34) into (33), we obtain the convenient following expression for $p(X|Z, \mu, \Lambda)$:

$$
\ln p(X|Z, \mu, \Lambda) = N \sum_{k=1}^{K} \sum_{l=1}^{L} z_{lk} \omega'_{l}
\begin{bmatrix}
-KL \left( \mathcal{N}(x|\mu'_l, \Lambda'_l^{-1}) \parallel \mathcal{N}(x|\mu_k, \Lambda_k^{-1}) \right) - H(\mathcal{N}(x|\mu'_l, \Lambda'_l^{-1}))
\end{bmatrix}
\tag{37}
$$

$$
\ln p(X|Z, \mu, \Lambda) = N \sum_{k=1}^{K} \sum_{l=1}^{L} z_{lk} \omega'_{l}
\begin{bmatrix}
\frac{1}{2} \ln \det \Lambda_k - \frac{1}{2} \text{Tr}(\Lambda_k \Lambda_l^{-1}) - \frac{1}{2} (\mu'_l - \mu_k)^T \Lambda_k (\mu'_l - \mu_k) - \frac{d \ln(2\pi)}{2}
\end{bmatrix}
\tag{38}
$$

Here we notice that by considering an hypothetic data set originating from an arbitrary input model $\theta'$, it is possible to derive a limit expression for $\ln p(X|Z, \mu, \Lambda)$ that exhibits no dependence on the original data $X$ and $Z'$. The formalism change also has consequences on (3) : as we previously stated that $z_{lk} = z_{nk} \forall x_n \in \hat{x}_l$, we can write:

$$
p(Z|\Omega) = \prod_{n=1}^{N} \prod_{k=1}^{K} \omega_k^{z_{nk}} = \prod_{l=1}^{L} \prod_{k=1}^{K} \omega_k^{N \omega'_l z_{lk}} \tag{39}
$$

Variational update equations are partially based on moments evaluated w.r.t $p(Z)$ and $p(X)$, Therefore cascading consequences occur relatively to the classical VBEM algorithm.

As a consequence of (38) and (39), the modified unnormalized estimates for $q(Z)$ obtained from application of formula (12) now are:

$$
\ln(\rho_{lk}) = \frac{N \omega'_l}{2} \left( 2\mathbb{E}[\ln \omega_k] + \mathbb{E}[\ln \det \Lambda_k] - d \ln(2\pi) \right)
- \frac{N \omega'_l}{2} \left( \mathbb{E}_{\mu_k, \Lambda_k} \left[ \text{Tr}(\Lambda_k \Lambda_l^{-1}) + (\mu'_l - \mu_k)^T \Lambda_k (\mu'_l - \mu_k) \right] \right) \tag{40}
$$
leading to \{r_{lk}\} estimates as in the classic scheme. The moment w.r.t \mu_k and \Lambda_k is easily evaluated to give $\frac{d}{d\beta_k} + \nu_k \left[ \text{Tr}(W_k\Lambda_k^{-1}) + (\mu'_l - m_k)^TW_k(\mu'_l - m_k) \right]$.

Analogously to the classical scheme, for further convenience, we define the following synthetic statistics:

\begin{align*}
N_k &= \sum_{l} N\omega'_l r_{lk} \\
\bar{x}_k &= \frac{1}{N_k} \sum_{l} N\omega'_l r_{lk} \mu'_l \\
S_k &= \frac{1}{N_k} \sum_{l} N\omega'_l r_{lk}(\mu'_l - \bar{x}_k)(\mu'_l - \bar{x}_k)^T \\
C_k &= \frac{1}{N_k} \sum_{l} N\omega'_l r_{lk}\Lambda_k^{'-1}
\end{align*}

Applying formula (12) for $q(\Omega)$ and $q(\mu, \Lambda)$, and using the synthetic statistics, we obtain the following update formulæ:

\begin{align*}
\alpha_k &= \alpha_0 + N_k \\
\beta_k &= \beta_0 + N_k \\
m_k &= \frac{1}{\beta_k} (\beta_0m_0 + N_k\bar{x}_k) \\
W_k^{-1} &= W_0^{-1} + N_kS_k + N_kC_k + \frac{\beta_0N_k}{\beta_0 + N_k}(\bar{x}_k - m_0)(\bar{x}_k - m_0)^T \\
\nu_k &= \nu_0 + N_k
\end{align*}

The classical VBEM algorithm is known to monotonically decreases the KL divergence between the variational pdf and the true posterior [5]. This is equivalent to maximizing the lower bound of the complete likelihood. As we can compute this lower bound, and as this bound should never decrease, we can test for convergence by comparing two successive values of the bound. For our derivation, only terms involving $X$ or $Z$ might change, these are the following:

\begin{align*}
\mathbb{E}[\ln p(X|Z,\mu,\Lambda)] &= \frac{1}{2} \sum_k N_k \{ \ln \tilde{\Lambda}_k - \frac{d}{\beta_k} - \nu_k \text{Tr} ((S_k + C_k)W_k) \\
&\quad - \nu_k(\bar{x}_k - m_k)^TW_k(\bar{x}_k - m_k) - d\ln(2\pi) \} \\
\mathbb{E}[\ln p(Z|\Omega)] &= \sum_k N_k \ln \tilde{\omega}_k
\end{align*}
Regarding the choice of the prior $\alpha_0$ parameter, the strategy described in [5] still applies to our context. By choosing $\alpha_0 < 1$, the estimation process will favor a solution where at least one of the $\omega_k$ is 0. Therefore, by choosing a sufficiently large initial number $K$ of components, we shall obtain a number of effective components $K'$. In the case of our method, we reduce the virtual sample: as we reduce it to the strictly necessary number of components, this is equivalent to suppressing redundancy in the input GMM.

3 Obtaining parsimony under constraints

Let us consider several data repositories, each one being the source of a Gaussian mixture fitted on the available data. The method proposed in section 2.2.2, named VBmerge hereafter, makes a weighted sum of all components from all sources in a single large mixture, and reduces it. Yet, doing so with a large number of sources has a drawback: as we obtain a globally very noisy model, the number of components is reduced drastically (see experimental results). Should we assume that each source produces a non-redundant Gaussian mixture, it would be sensible to penalize reductions that imply assigning components originating from the same source to the same target component.

3.1 Integrating constraints in the framework

Consequently, let us design a probabilistic model and derive the associated estimation algorithm, that takes into account this constraint to tackle the mixture merging question efficiently. Consider that the $L$ components come from $P$ distinct sources (necessarily, $L \geq P$). We denote $a_{lp}$ the binary variable that denotes whether component $l$ originates from source $p$ or not. Let us define $A$ the $L \times P$ matrix formed with $a_{lp}$ values. As we know where each component originates from, $A$ is a set of observed values.

We define a pdf over this new data set. The purpose of such a distribution is to model how much assignments of the $L$ components violate or enforce the constraints defined by $A$, so it is sensible to restrict $A$ dependencies to $Z$. Furthermore, $A$ can be seen as originating from this distribution; an assignment configuration (summarized by $Z$) enforcing the constraints would therefore result in a higher likelihood for the model. Before introducing the distribution, let us consider the $P \times K$ matrix $M = A^T Z$. One of its single terms $m_{pk}$ measures how many components from a single source $p$ are associated with the same target component $k$. Clearly, we want this amount to be as low as possible, so we model this constraint with a Poisson distribution parameterized with $\lambda = 1$ over each term. This will tend to favor rare events. Thus
the pdf over $A$ is as follows:

$$p(A|Z) = p(M = A^T Z) = \prod_{p=1}^{P} \prod_{k=1}^{K} \frac{e^{-1}}{(1 + m_{pk})!}$$  \hspace{1cm} (52)$$

The term 1 in eqn. (52) is added for conveniency, and causes no loss of generality. The joint distribution (16) is then augmented with eqn. (52).

Let us note that no additional term is added to the factorized distribution (17), and that, according to the general formulation (12), the term $p(A|Z)$ shall only influence the optimal setting for $q(Z)$. Therefore, update formulae from section 2.2.2 will remain unchanged except for the unnormalized estimates of $Z$ (eqn (40)):

$$\ln q^*(Z) = \sum_{l=1}^{L} \sum_{k=1}^{K} z_{lk} \ln \rho_{lk} - \sum_{k=1}^{K} \sum_{p=1}^{P} \ln(1 + m_{pk})! + \text{const}$$  \hspace{1cm} (53)$$

Or equivalently:

$$\ln q^*(Z) = \sum_{l=1}^{L} \sum_{k=1}^{K} z_{lk} \ln \rho_{lk} - \sum_{k=1}^{K} \sum_{p=1}^{P} \sum_{i=1}^{m_{pk}} \ln(1 + i) + \text{const}$$  \hspace{1cm} (54)$$

Let us denote $z_{lk}$ the set $\{z_{lk} \mid \forall l\}$ (and respectively $z_{l}$). In the traditional scheme, $\ln q^*(Z)$ factorizes over $l$ and $k$, giving rise to independent optimal $z_{lk}$ estimates (more precisely, only unnormalized estimates are fully independent: each $z_{lk}$ ultimately depends on $\rho_{l}$ in order to obtain normalized $r_{lk}$ values). Here this does not hold any more. All $z_{lk}$ forming a single $z_{l}$ are co-dependent: we must devise an alternate to the traditional E step.

We choose to define an order in the set of individuals, and approximate the overall co-dependent estimates by a one-pass scheme based on using already discovered estimates. This leads to the following approximation:

$$q(Z) = q(z_1)q(z_2|z_1)q(z_3|z_1,z_2) \cdots q(z_L|z_1, \ldots, z_{L-1})$$  \hspace{1cm} (55)$$

Our $E$ step algorithm will proceed each term of the r.h.s. in increasing ranks order. We will describe the 2 first steps of the algorithm, leading to a general formulation. This iterated conditional scheme is closely related to ICM (iterated conditional modes) [3].

### 3.2 Initializing the scheme

Let us recall that $m_{pk} = \sum_{l=1}^{L} a_{lp} z_{lk}$. Our formulation allows us to restrict this sum to the current rank of the algorithm. For the first step we have:
\[
\ln q^*(z_1) = \sum_{k=1}^{K} z_{1k} \ln \rho_{1k} - \sum_{k=1}^{K} \sum_{p=1}^{P} \ln(1 + a_{1p} z_{1k}) + \text{const} \tag{56}
\]

For a single \(z_{1k}\), this leads to:

\[
\ln q^*(z_{1k}) = z_{1k} \ln \rho_{1k} - \sum_{p=1}^{P} \ln(1 + a_{1p} z_{1k}) + \text{const} \tag{57}
\]

Clearly, as such, this expression cannot give a multinomial law estimate. However, using a first order Taylor expansion for \(\ln(1 + x)\), we obtain:

\[
\ln q^*(z_{1k}) = z_{1k} \ln \rho_{1k} - \sum_{p=1}^{P} a_{1p} z_{1k} + \text{const} \tag{58}
\]

\[
\ln q^*(z_{1k}) = z_{1k} \ln \frac{\rho_{1k}}{e^{\sum_{p=1}^{P} a_{1p}}} + \text{const} \tag{59}
\]

As each original component belongs to only one source,

\[
\ln q^*(z_{1k}) = z_{1k} \ln \frac{\rho_{1k}}{e} + \text{const} \tag{60}
\]

Giving a modified unnormalized estimate \(\rho'_{1k} = \frac{\rho_{1k}}{e}\). This leads to the same normalized estimates as in the classical scheme (\(e\) denominator is constant and disappears).

### 3.3 A new general update formula for \(\ln q^*(Z)\)

Changing the rank of the restriction in eq. 56 leads to:

\[
\ln q^*(z_2|z_1) = \sum_{k=1}^{K} z_{2k} \ln \rho_{2k} - \sum_{k=1}^{K} \sum_{p=1}^{P} \ln(1 + a_{1p} z_{1k})
- \sum_{k=1}^{K} \sum_{p=1}^{P} \ln(1 + a_{1p} z_{1k} + a_{2p} z_{2k}) + \text{const} \tag{61}
\]

After considering a single \(k\), and applying Taylor expansion supplies:

\[
\ln q^*(z_{2k}|z_{1k}) = z_{2k} \ln \rho_{2k} - \sum_{p=1}^{P} a_{1p} z_{1k}
- \sum_{p=1}^{P} (a_{1p} z_{1k} + a_{2p} z_{2k}) + \text{const} \tag{62}
\]

Let us note \(a_{imax} = \arg \max_p a_{ip}\) and \(z_{imax} = \arg \max_k z_{ik}\). Using these notations, the previous expression can be factorized as following:

\[
\ln q^*(z_{2k}|z_{1k}) = z_{2k}(\ln \rho_{2k} - 1 - 2\delta a_{1max,a_{2max}}.\delta z_{1max,k}) + \text{const} \tag{63}
\]
where $\delta$ is the Kronecker delta. This leads to a modified unnormalized estimate:

$$\rho'_{2k} = \frac{\rho_{lk}}{e^{1+2\delta \alpha_{1\max} \cdot \delta_{1\max} \cdot k}}$$

For any rank, same considerations lead to the following general formula:

$$\rho'_{jk} = \frac{\rho_{jk}}{e^{1+\sum_{i=1}^{j-1} (j-i+1) \delta \alpha_{i\max} \cdot \delta_{i\max} \cdot k}}$$

(64)

where $j$ is the rank of the current item (i.e. original component).

### 3.4 Modified bound

Adding a term in our joint distribution implies modifying the bound discussed at the end of section 2.2.2. More specifically, the following term shall be added:

$$E[\ln p(A | Z)] = K \sum_{k=1}^{P} \left( -1 - \sum_{i=0}^{E[m_{pk}]} \ln(1 + i) \right)$$

(65)

$$= -KP - \sum_{k=1}^{K} \sum_{p=1}^{P} \sum_{i=0}^{E[m_{pk}]} \ln(1 + i)$$

(66)

with

$$E[m_{pk}] = E \left[ \sum_{l=1}^{L} \alpha_{lp} z_{lk} \right] = \sum_{l=1}^{L} \alpha_{lp} E[z_{lk}] = \sum_{l=1}^{L} \alpha_{lp} r_{lk}$$

(67)

In the classical VBEM scheme, this lower bound is strictly increasing during the estimation process. As we chose an approximate heuristic for our modified E step, this property does not hold any more: slight decreases can therefore be observed. But this does not change the principle of the algorithm: we still can use $\Delta$(bound) < threshold as a stop criterion, the only difference being that now $\Delta$ might be negative.

### 4 Experiments

The framework presented here can be applied to numerous tasks. In this paper we propose two simple experimental settings:

- a case of distributed clustering, where several cluster structures will be merged,
- and a simple classification task performed over a database of images.

By doing so, we aim at showing:
• the respective interests of the methods presented in the paper (VBmerge or its constrained
derivation),

• comparisons with alternative methods (resampling, k-nearest neighbors)

Task 1 : mixture estimation from distributed data

We consider a data set that is partitioned across several sites. On each of these sites, mixture
model estimation is carried out independently, on local data. This scenario is typical of many
distributed computing settings. Our point is to assess the quality of the model that can ob-
tained by aggregating models fitted separately, especially compared to what would be obtained
by fitting directly a GMM on the whole data set (impossible in real-world application, but a
good figure-of-merit in evaluation phase). Secondly, a suitable initial value for K is sought.
Indeed, K should be as big as possible to avoid the worst local minima, but it also should be
as small as possible to limit the computational resources needed.

For these experiments, we used three UCI data sets : Shuttle used by the StatLog project,
pen-based recognition of handwritten digits data [1] (named Pendigits hereafter), and the
MAGIC Gamma telescope data set [8] (named magic hereafter). Shuttle has 9 numerical
attributes, which are flight measurements obtained from a spacecraft. The status associated
with each observation will stand for the class (or ground truth), and we have 5 different possible
status in the data set. Pendigits has 16 numerical attributes, being obtained from positions of
a stylus on a tablet. As the class is the digit drawn on the tablet, we have 10 classes. magic
is defined over 10 numerical attributes. This data set contains background or positive signals,
which form 2 distinct classes. We randomly selected 1000 items from each of these databases.

We then followed the following protocol :

• global model fitting on the whole data set,

• separation of the 1000 observations into 10 subsamples,

• model fitting on each subsample,

• aggregation of separate models, and comparisons to the global model. The model ob-
tained by resampling from the weighed average of the separate models is also considered.

For the constrained VBmerge scheme, constraints are specified between components origin-
ating from the same submodel.

The ground truth classes might not conform to the Gaussian hypothesis (i.e. they do not
originate from unknown Gaussians), so BIC scores [27] measuring a likely number of groups
are given for each data set as a reference. These scores were obtained with a classic EM algorithm for Gaussian mixtures. As fitting a Gaussian mixture on a data set is equivalent to building a cluster structure, we measured the posterior couple error (this measure penalizes cluster structures that gather data items from different true classes, and reciprocally), the number of final effective components (i.e. K' denoted previously) of each model, and the Jensen-Shannon (JS) divergence of separate, merged, or resampled models w.r.t. the overall model. The experiment was conducted with various values for K, and each result was averaged over 20 runs. JS divergence is a symmetric and normalized version of KL divergence. Average measures for models fitted on subsamples are given as a comparison. Results are provided in figures 3 and 4. Let us add a remark about the separation into subsamples: the subsampling is performed randomly and independently for each run. A bias is induced by this design choice. For example, the lack of smoothness of the curves presented on figures 3 and 4 is an artefact associated to this bias. Nevertheless, we believe that this choice, associated with averaging over 20 runs, leads to much more significant and robust results than what would be obtained with a "static" subsampling.

The following remarks may be drawn from these results:

- depending on the data set, the observed couple error would not be interpreted in the same way: the alternate schemes behave better for magic, worse for pendigits, and similarly for Shuttle. Yet this measure is not a very good reference, as it relies on the Gaussianity of the true classes.

- Measured BIC scores indicate the most likely number of groups is between 6 and 10 for pendigits, around 4 for Shuttle and around 3 for pendigits. Let us especially notice the tendency of the constrained scheme to over-estimate the number of groups.

- However, the divergences of the distributions obtained with VBmerge or its constrained version are generally better than those obtained with a resampling scheme, with a much lower algorithmic cost.

- For almost all curves there is an asymptotic behaviour: beyond a certain K, increasing it does not significantly change the expected result. By visually inspecting the graphs, we can set this number to 250. This number will be use for the variational procedures involved in the next section.

- The overhead in terms of model complexity for the constrained scheme is generally out-weighed by a lower divergence w.r.t the global model. In cases computational resources
Figure 3: Results presented as a function of the initial K. a) couple error for Shuttle b) number of effective components for Shuttle c) JS divergence w.r.t the overall model for Shuttle d) couple error for pendigits e) number of effective components for pendigits f) JS divergence w.r.t the overall model for pendigits
Figure 4: g) couple error for magic h) number of effective components for magic i) JS divergence w.r.t the overall model for magic j) BIC scores for the three data sets as a function of the number of components used
might be an issue, post-processing on the output of our constrained scheme may be con-
sidered. As shown in [9], the cost of VBmerge is almost linear w.r.t the number of input
components : in this case it will be almost insignificant because this number will be
already strongly reduced.

Task 2 : a naive classification task

Let us illustrate our scheme in the context of visual object recognition. This experiment does
not aim at competing with current methods (e.g. vector-quantized SIFT/GIST words inputs
Latent Dirichlet Allocation models [18]), but rather showing how the technique may be used
in the framework of a tree-based class indexing scheme [28].

For this experiment, we selected 300 images from the 10 first categories in the Caltech-256
object category dataset [14] (30 images randomly chosen in each category). We consider each
image as a data source, and fit a Gaussian mixture over its pixel data (L,a,b color space).
Obtained individual Gaussian mixtures comprise 20.6 components on average.

The protocol is then similar to the one suggested by Vasconcelos [28] : we perform a
leave-one-out classification task, where each image is taken alone and matched against the
database. The matching database object is chosen as having the lowest JS divergence w.r.t
the query image. With the VBmerge and constrained schemes, all other images are used to
build one summary for each class. As a reference, we implemented a version where summaries
are obtained with a resampling scheme, and also a k-nearest neighbor classifier which tries to
match the images against the database. The best k was evaluated experimentally to 5. The
experiment is performed for each image and each scheme, and the results were averaged over
20 runs. These are presented in figure 1.

Here we just wanted to underline that the results are not significantly different from those
obtained with a classical classifier. Moreover, the objects in the chosen collection suffer from
cluttered background, which makes the chosen representation space poorly distinctive. Ob-
servations used herein are crude. Yet, as learning visual vocabularies and topics from web-
distributed training sets is currently attracting growing attention, a valuable perspective will
consist in assessing the present technique with state-of-the-art observations (e.g. GIST de-
scriptors [22], SIFT descriptors [19]).

The indicated computational times are the seconds taken to match an element to the
database. We see that the constrained scheme leads to a very significant gain, with little
error loss and model complexity overhead. To provide a fair comparison with k-NN, at each
classification attempt with VBmerge, its constrained version or the resampling scheme, we
recompute the associated summaries (i.e. by adding the element from the previous attempt and removing the current one). Under the assumption of a static set of summaries, computational time would therefore be greatly reduced.

<table>
<thead>
<tr>
<th></th>
<th>classif. error (%)</th>
<th>average time (s)</th>
<th>number of components</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-NN (k=5)</td>
<td>68.7</td>
<td>8.09</td>
<td></td>
</tr>
<tr>
<td>resampling</td>
<td>68.5</td>
<td>42.88</td>
<td>10.42</td>
</tr>
<tr>
<td>VBmerge</td>
<td>69.6</td>
<td>10.71</td>
<td>18.07</td>
</tr>
<tr>
<td>constrained</td>
<td>70.1</td>
<td>3.06</td>
<td>21.13</td>
</tr>
</tbody>
</table>

Table 1: Results for the classification task

5 Conclusion

Low-cost combination of multimedia class descriptions is a crux of future pattern recognition application of distributed infrastructures. In this paper, we described a novel approach dedicated to the mixture reduction phase involved in merging Gaussian mixture models, by transposing the variational Bayes framework to Gaussian components. We showed that operating through parameters provides considerable advantages in terms of cost efficiency, while trading off only little in terms of estimation accuracy.

We are considering several extensions of the present work. First, aggregating mixtures of PPCA are in fact a direct extension of our proposal, that should benefit handling of high dimensional spaces. A second task under way attempts to integrate, at the Gaussian component-level, some constraints that have been proposed in semi-supervised clustering (e.g. assign/don’t assign to the same cluster). Thereby, in the mixture reduction process, the mixture from which each component originates would be taken into account. Finally, the counterpart of the present work for mixture of t-distributions would enable its application for robust probabilistic distributed clustering, with richer representations than standard consensus approaches.
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