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ABSTRACT

The conventional Intra (I-) frame is used for error propagation prevention, backward/forward play, random access, indexing, etc. This frame is also used as an anchor frame for referencing the subsequence frames. To get better rate-distortion performance a frame should have the following quality to be an ideal I-frame: the best similarity with the frames in a GOP, so that (i) when it is used as a reference frame for a frame in the GOP we need less bits to achieve the desired image quality; (ii) if any frame is missing at the decoding end we can retrieve the missing frame from it. This paper will generate a most common frame of a scene (McFIS) in a video sequence using dynamic background modelling and then encode it to replace the conventional I-frame. By using McFIS as an I-frame, we not only gain the above mentioned two benefits but also ensure adaptive GOP for better rate-distortion performance compared to the existing coding schemes. The experimental results confirm the superiority of our proposed scheme in comparison with the existing state-of-art methods by significant image quality and computation time.

Index Terms—Video coding, uncovered background, light change, repetitive motion, H.264, motion estimation, multiple sprites, sprite, MRF, and multiple reference frames.

1. INTRODUCTION

The latest video coding standard H.264 as well as other modern standards use Intra (I-) and Inter-frames for improved video coding [1]. I-frame is encoded using only its own information and thus can be used for error propagation prevention, backward/forward play, random access, indexing, etc. On the other hand, inter frame is encoded with the help of previously encoded I- or inter-frame(s) for efficient coding. In the H.264 standard, frames are encoded as a group of picture (GOP) comprises one I-frame with subsequent inter frames. The number of I-frame is fewer compared to the inter-frames because an I-frame requires two to three times more bits compared to the inter-frames for the same image quality. I-frame is also used as an anchor frame for referencing the subsequence inter-frames of a GOP directly or indirectly. Thus, the encoding errors (due to the quantization) of I-frame are propagated and exaggerated towards the end of the frames of a GOP. By selecting first frame as an I-frame without verifying its suitability to be an I-frame, we sacrifice overall rate-distortion performance.

A frame being the first frame of a GOP is not automatically the best I-frame. An ideal I-frame should have following quality: the best similarity with the frames in a GOP, so that (i) when it is used as a reference frame for inter-frames in the GOP we need fewer bits to achieve the desired image quality; (ii) if any frame is missing in the decoder due to transmission error we can retrieve the missing frame from it. Moreover, if a video sequence does not contain any scene change or extremely high motion activity compared to the previous frames, insertion of I-frames reduces the coding performance. Therefore, we need to insert an optimal number of I-frames based on the adaptive GOP (AGOP) determination and scene change detection (SCD) algorithms.

The H.264 introduces motion estimation (ME) and motion compensation (MC) using multiple reference frames (MRFs) [1][2]. It has been demonstrated that MRFs facilitate better predictions than using just one reference frame, for video with repetitive motion, uncovered background, non-integer pixel displacement, lighting change, etc. The requirement of index codes (to identify the particular reference frame used), computational time in ME & MC (which increases linearly with the number of reference frames), and memory buffer size (to store decoded frames in both encoder and decoder) limits the number of reference frames used in practical applications. The optimal number of MRFs depends on the content of the video sequences. Typically the number of reference frames varies from one to five (16 is the maximum recommended reference frames in the H.264). If the cycle of repetitive motion, exposing uncovered background, non-integer pixel displacement, or lighting change exceeds the number of reference frames used in MRFs coding system, there will not be any improvement and therefore, the related computation (mainly that of ME) and bits for index codes are wasted. Moreover, the existing MRFs based system experiences severe picture quality degradation if any frame is lost during transmission.

To deal with the major problem of MRFs, a number of techniques [3]-[6] have been developed for reducing the computation associated with. Most of the fast MRF selection algorithms including the above mentioned techniques used one reference frame (in the best case) when their assumptions on the correlation of the MRF selection procedure are satisfied or five reference frames (in the worst case) when their assumptions are completely failed. It is obvious that in terms of rate-distortion performance, their techniques could not outperform the H.264 with five reference frames which is considered as optimal [1]. Moreover, their techniques also suffer from image quality degradation if any frame is missing during transmission. Uncovered background can also be efficiently encoded using sprite/multiple-sprite coding through computationally expensive object segmentation. Most of the video coding applications could not tolerate inaccurate video/object segmentations and expensive computational complexity incurred by segmentation algorithms.

Recently dynamic background modeling (DBM) [7]-[9] using Gaussian mixture model (GMM) has been introduced for robust and real time object detection from so called dynamic environment where ground-truth background is unavailable. In this paper, we have incorporated DBM into the video coding to generate appropriate I-frames to improve the SCD for AGOP, coding
performance, and error concealment. First we generate a most common frame of a scene (McFIS) from the first few original frames of a video sequence using DBM. The McFIS is encoded as an I-frame and then used it as a second reference frame for all frames in a scene unless SCD occurs. If SCD occurs, we generate a new McFIS using the first few frames from the new scene and encode it as an I-frame. All of the frames of the scene are encoded as inter-frames unless SCD occurs again. A simple SCD algorithm is also derived based on the McFIS as it contains stable part of a scene.

The rest of the paper is organized as follows: Section 2 describes the proposed coding scheme. Section 3 analyses the computational requirement. Section 4 demonstrates the experimental set up and results. Section 5 concludes the paper.

2. PROPOSED CODING SCHEME

In the proposed coding scheme a McFIS is generated using several original frames of a scene and a video sequence with the DBM [9]. Obviously our proposed DBM (pDBM) will differ from the traditional DBM (tDBM) as the former focuses on the efficient video coding and the later focuses on the background modeling for object detection. We encode the McFIS as an I-frame and all the frames (including first frame) of a scene are encoded as inter-frames using the immediate previous frame and the McFIS as two reference frames until a SCD occurs. When SCD occurs a new McFIS will be generated using a few frames of the new scene and encode it as an I-frame. Note that the McFIS is only used for the referencing but not for displaying. A computationally efficient SCD algorithm is also derived based on the McFIS (described in Section 2.2). The subsequent subsections will describe McFIS generation, SCD & AGOP using McFIS, and the architecture of the proposed scheme.

2.1 Generation of McFIS and encoded as I-frame

To get the best performance for dynamic background generation, the tDBM is performed at pixel level, i.e., each pixel of a scene is modeled independently by a mixture of $K$ (normally three models are used) Gaussian distributions [7]-[9]. Each Gaussian model represents the intensity distribution of one of the different environment components e.g., moving objects, static background, shadow, illumination/cloud changes, etc. observed by the pixel over the time. If we assume that $k$-th Gaussian representing a pixel intensity is $\eta_k$ with mean $\mu_k$, variance $\sigma_k^2$, and weight $w_k$ such that $\sum w_k = 1$ for all $k$. The Gaussians are always ordered based on the $w/\sigma$ in descending order assuming that the top Gaussian will provide most stable background [9]. The system starts with an empty set of models and then for every new observation $X_t$ at the current time $t$, it is first matched against the existing models in order to find one (say the $k$th) such that $|X_t - \mu_k| \leq 2.5 \sigma_k$. If such a model exists, its associated parameters are updated. Otherwise, a new Gaussian is introduced with $\mu = X_t$, arbitrarily high $\sigma$, and arbitrarily low $\omega$ by evicting $\eta_k$ if it exists.

From the above mentioned models, background is determined using different techniques. Among them, Haque et al. [9] proposed the most effective approach. They used a parameter called recentVal to store recent pixel intensity value when a pixel satisfies a model in the Gaussian mixture. Then recentVal is used as background intensity if the corresponding model is selected as background model.

We have observed that mean and recentVal intensities of the selected background are two extreme cases to generate true background intensity for better video coding. The mean is too generalized for pixel intensities over the time and the recentVal is too biased to the recent pixel intensity. Thus, in the pDBM method we used a weighting factor (for example average) between the mean and recentVal for McFIS generation to reduce the delay response (due to mean) and to speed up the learning rates (due to recentVal), which are desirable criteria for real-time operation.

Fig 1 shows the effectiveness of the generated McFIS compared to the first frame as an I-frame. As we have mentioned in Section 1, an I-frame should have more similarity with the rest of the frames. To check this we calculate mean square error (MSE) using the first frame and the McFIS with the other frames of a video sequence respectively. Obviously the high value indicates more dissimilarity. Fig 1 shows the average results of MSE using first 100 frames of six video sequences namely Hall Monitor, News, Salesman, Silent, Paris, and Bridge close. The figure shows that McFIS MSE is less compared to the first frame, and this indicates that the McFIS is more similar to the rest of the frames compared to the first frame. As a result we will get less bits and better quality if we use McFIS as an I-frame instead of the first frame as an I-frame.

2.2 SCD and AGOP using McFIS

Recently Ding et al. [2] combined AGOP and SCD for better coding efficiency based on the motion vectors and the sum of absolute transformed differences (SATD) using 4×4 pixels block. This method ensured 98% accuracy of SCD with 0.63dB image quality improvement. Most of existing methods including [2] used some metrics computed using already processed frames and the current frames. The McFIS is the most similar frame comprising stable portion of the scene (mainly background) compared to the individual frame in a scene. Thus the SCD is determined by a simple metric computed using the McFIS and the current frame. For SCD using McFIS, we randomly select 50% of the pixel position of a frame and find the sum of absolute difference (SAD) between McFIS and the current frame. If the SAD for the current frame is greater than that of the previous frame by 70%, we consider SCD occurs and regenerate McFIS using few original frames of the next scene and encode it as an I-frame; otherwise we continue inter-coding. To be more specific, our GOP size is the size of a scene. Unlike the other existing algorithm, we don’t need any explicit algorithm for AGOP, and it can be achieved as an integrated part of the McFIS. Moreover, a scene change means the change of background of a video sequence. As the McFIS has the history of the scene we don’t need a rigorous process (like Ding’s algorithm [2]) for SCD.
2.3 The proposed coding system

Fig 2 shows a comparison between the conventional and the proposed frame types and referencing techniques using two reference frames for the first four frames. The H.264 encoder and decoder are employed in the proposed system with exception that McFIS is encoded as an I-frame and used as the second reference frame. Thus the proposed system has two reference frames i.e., immediate previous frame and McFIS. Based on the rate-distortion Lagrangian optimization, final reference frame is selected for each block.

As the proposed McFIS would be a better choice of a reference frame especially for smooth areas, true background and uncovered background areas compared to the other four previous frames, we have extended skip macroblock (SMB) definition. This definition is based on the number of pixels which have significantly different intensities from the co-located pixels in the previous frame. A MB is considered as a SMB if the number of such pixels in that MB is less than the half of QP. By this new definition, the proposed coding technique classified more MBs as SMBs. This does not jeopardise image quality as the McFIS is a better reference frame. Note that if any MB is classified as a SMB, we don’t process any other modes to speed up the encoding.

As the McFIS plays an important role in the proposed scheme, we encode it with relatively finer quantization compared to the inter-frames. We have derived QP for I-frame \( QP_{\text{Iframe}} \) as follows

\[
QP_{\text{Iframe}} = \begin{cases} 
40 & \text{if } QP_{\text{Inter}} > 40 \\
\frac{\text{QP}_{\text{Inter}}}{20} & \text{if } 20 \leq QP_{\text{Inter}} < 40 \\
4 & \text{if } QP_{\text{Inter}} < 20 
\end{cases}
\]

from the QP of inter-frame \( QP_{\text{Inter}} \). The rationality of this formulation is that we try to get better quality of the McFIS (i.e., I-frame) compared to the inter-frame by finer quantization.

3. COMPUTATIONAL COMPLEXITY

Let \( \zeta, d, \delta, \tau, \text{ and } \lambda \) be the total number of MBs in a frame, the total number of motion search points, the number of operations in each point, fraction of frames of a scene used for McFIS generation, and the average number of modes per MB reference frame for ME respectively. For ME the H.264 requires \( \zeta \cdot d \cdot \delta \cdot N^2 \) operations while an MB comprises \( N \times N \) pixels (for simplification we don’t distinguish different operations). After ME we need operations for bits stream generation and so on. But these depend on the combination of DCT coefficients and variable length code tables. The ME, irrespective of a scene’s complexity, typically comprises more than 60% of the processing overhead required to inter-encode a frame with a software codec using the DCT, when full search is used. From this, the H.264 requires \( 8.35 \zeta \cdot d \cdot \delta \cdot N^2 \) operations for encoding of a frame using five reference frames.

Obviously the proposed technique needs some additional operations to generate McFIS. The whole process (consisting of five sub-processes: model upgrading/creation, model deleting, normalizing, filtering, and background generating) takes 66, 6, 6, 8, and 4 operations per pixel respectively. We also need 6 operations for SCD in SAD calculations (with randomly selected 50% of pixels). Thus, in total we need \( 3.34 \zeta \cdot d \cdot \delta \cdot N^2 + 96 \zeta \cdot \delta \cdot N^2 \) operations using the proposed approach with immediate previous frame and McFIS as two reference frames Ding’s algorithm needs extra ME and SATD calculations. Thus Ding’s algorithm takes \( 3.34 \zeta \cdot d \cdot \delta \cdot N^2 + 0.8 \zeta \cdot d \cdot \delta \cdot N^2 + 10 \zeta \cdot \delta \cdot N^2 \) operations using two reference frames. We have compared computation time of the proposed algorithm and Ding’s algorithm against the H.264 with fixed GOP size and five reference frames. Fig 3(a) confirms that the proposed algorithm and Ding’s algorithm reduce the computational time by 61% and 58% respectively comparing with the H.264 when we have used first 32 frames of a scene for McFIS generation.

4. EXPERIMENTAL RESULTS

Overall experiments are performed using a number of standard video sequences with QCIF, CIF, and 4CIF resolutions. All sequences are encoded at 25 frames per second. Full-search fractional ME with ±15 as the search length is used. For comparison, we have selected Ding’s algorithms and the H.264 with fixed 32 GOP size using five reference frames. Ding’s algorithm is the best existing method in rate-distortion, SCD, and AGOP performance. For the completeness of comparison, we have also selected the H.264 using fixed GOP and five reference frames (termed as H.264). For the Ding’s algorithms we have used two references (i.e., the immediate and 2nd immediate previous frames as the references).

Fig 3(b) shows the average percentages of reference using McFIS and 2nd frame for the proposed algorithm and Ding’s algorithm respectively. The figure demonstrates that 31% and 11% references are selected by the proposed algorithm and Ding’s algorithm respectively. This large number of referencing indicates rate-distortion improvement using McFIS as a reference frame over Ding’s method. Fig 4 shows referencing map by the proposed scheme. A large number of areas (normal regions in Fig 4(b)) are referenced by the McFIS, and this indicates the effectiveness of the McFIS for improving coding performance.

Fig 5 shows rate-distortion performance using the proposed, Ding’s, and the H.264 MRFs algorithms for two mixed video sequences (they are for SCD & AGOP as well) and other individual four sequences. Each mixed video sequence has 11 different videos with at least 50 frames. Akiyo, Miss America,
Claire, car phone, Hall Monitor, News, Salesman, Grand ma, Mother, Suzie, and Forman are used in the mixed QCIF. Silent, Waterfall, Coastguard, Paris, Hall Monitor, Bridge far, Highway, Football, Bridge close, and Tennis are used in the mixed CIF video. The figure confirms that the proposed method outperforms the state of the art method (Ding’s [2]) and the H.264 with five reference frames by 0.5~2.0 dB. It is mainly due to the large number of cases in which the McFIS is used as a reference frame for the background areas (see Fig 3(b) and Fig 4(b)) and bit saving for inter-frame (instead of I-frame). The proposed scheme also successfully detects scene change to encode I-frame for improving coding efficiency.

5. CONCLUSIONS

In this paper, we proposed a new video coding technique using dynamic background frame (termed as a McFIS) as the I-frame and then used as the second reference frame to improve coding efficiency. The proposed McFIS is generated using real-time Gaussian mixture model. The proposed method used the McFIS’s inherent capability of scene change detection for adaptive GOP. Using McFIS as the I-frame and the second reference frame we have the following advantages compared to the existing methods based on MRFs, SCD, and AGOP: (1) Only one McFIS is used instead of a number of reference frames so the overheads of index codes are reduced; (2) A McFIS enables the possibility of capturing a whole cycle of repetitive motion, exposing uncovered background, non-integer pixel displacement, or lighting change; (3) A simple mechanism for AGOP and SCD determination is possible using McFIS as it is the most common frame in that scene. SCD and AGOP are effectively determined by comparing difference between McFIS and the current frame, and thus the SCD (therefore AGOP) is integrated with reference frame generation; and (4) Less computation in ME&MC is required using McFIS compared to multiple reference frames.

The proposed video coding technique outperforms the relevant state of the art algorithms, inclusive of the H.264 standard using fixed GOP and five reference frames, in terms of rate-distortion and computational requirement. The experimental results show that the proposed technique outperforms the existing algorithm with SCD and AGOP at least by 0.5 dB with comparable computational time. The proposed algorithm also outperforms the H.264 by 0.5~2.0 dB, and saves 60% of computational time.
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