Wireless Sensor Network Localization With Imprecise Measurements Using Only a Quadratic Solver
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Abstract—The energy constrained wireless sensor nodes need very efficient localization algorithm for event detection. We propose a method for localizing the wireless sensor nodes using the concept of Cayley-Menger Determinants, which in turn uses a quadratic solver. This is a modification of the method proposed in Ref. [5]. Cayley-Menger Determinants are used to introduce corrections to the noisy measurements, so that the measured distances meets all the Euclidean geometric properties. Ref. [7] uses semidefinite programming with \(L_1\) norm, while Ref. [5] uses quadratic programming combined with Cayley-Menger Determinants. The proposed method is found to be computationally very much simpler and efficient than those in Ref. [7], and [5].
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1. Introduction

Wireless sensor networks are mainly used in hostile regions, where human intervention is very difficult. Each node will sense the environment, process the collected data, and communicate with its peers or to an external observer.

In most of the applications in wireless sensor networks, processing of the collected data needs to know the location at which the event happened. This makes the application development using wireless sensor network challenging.

Location of nodes can be found by deploying GPS in each node. But this makes the whole application a very costly approach. So different approaches has been formulated to reduce the cost involved. In those approaches, the nodes have to utilize peer nodes location estimate to find their location. In the paper [18], it discusses three main approaches that exist to determine a node’s position:

- Using information about a node’s neighborhood (proximity-based approaches)
- Exploiting geometric properties of a given scenario (triangulation and trilateration)
- Trying to analyze characteristic properties of the position of a node in comparison with premeasured properties (scene analysis)

The proximity based approaches are the simplest technique. It exploits the finite range of wireless communication, to decide whether a node that wants to determine its position or location is in the proximity of an anchor node, which is aware of its location.

By exploiting the geometric properties of a given scenario, the location can be found by either lateration or angulation[6]. When distances between entities are used, the approach is called lateration; when angles between nodes are used, the approach is called angulation[17]. In both cases, a system of constraints (usually) composed of polynomial equations has to be solved. It decomposes the system into irreducible subsystems, and solves them with symbolic or numerical methods. In this paper, the equations of geometric constraints are expressed using Cayley-Menger Determinants (CMDs), instead of using cartesian coordinates. The obtained system is much simpler, without spurious roots, and easily tractable by symbolic methods.

If the sensors and anchors are within the sensing range of one another, location can be estimated by direct measurement. Otherwise approximation methods like sum-dist discussed in [19], [15] and DV-hop discussed in [12], [15], can be used to estimate the sensoranchor distances. No matter which method is used to obtain the distances, the data acquired are usually imprecise compared with the true distances, because of the measurement noise and estimation errors.

In this paper the Cayley-Menger distance concept is used to make correction in the noisy distance measurements as done in the reference paper [5]. In the paper [5], the euclidean distance geometry is made satisfied by \(L_2\) norm optimization problem, while the proposed method uses only
2. Identifying Geometric Constraints

Consider a simple wireless sensor network consisting of four sensor nodes, \( i = p_0, ..., p_3 \), see Figure 1. The anchor nodes, \( k = p_1, ..., p_3 \), are aware of their location. The sensor node at \( p_0 \) is unaware of its location. For finding the location of \( p_0 \) sensor node, initially the geometric constraints between the four nodes have to be found. For this Cayley-Menger Determinants can be used. The Cayley-Menger determinant of \( n \) points, \( p_1, ..., p_n \in R^n \), is defined as \( D(p_1, ..., p_n) \)

\[
D(p_1, ..., p_n) = \begin{vmatrix}
    d^2(p_1, p_1) & d^2(p_1, p_2) & \cdots & d^2(p_1, p_n) & 1 \\
    d^2(p_2, p_1) & d^2(p_2, p_2) & \cdots & d^2(p_2, p_n) & 1 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    d^2(p_n, p_1) & d^2(p_n, p_2) & \cdots & d^2(p_n, p_n) & 1
\end{vmatrix}
\]

where \( d(p_i, p_j) \), \( i, j = 1, ..., n \), is the Euclidean distance between the points \( p_i \) and \( p_j \). If \( n+2 \) points are embeddable in \( E^n \), Euclidean space, then their \( n + 1 \) - dimensional volume must vanish, i.e

\[
D(p_1, ..., p_n) = 0
\]
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Here we are considering 2D case, with four points. So

\[
D(p_0, ..., p_3) = \begin{vmatrix}
    0 & d^2(p_0, p_1) & d^2(p_0, p_2) & d^2(p_0, p_3) & 1 \\
    d^2(p_1, p_0) & 0 & d^2(p_1, p_2) & d^2(p_1, p_3) & 1 \\
    d^2(p_2, p_0) & d^2(p_2, p_1) & 0 & d^2(p_2, p_3) & 1 \\
    d^2(p_3, p_0) & d^2(p_3, p_1) & d^2(p_3, p_2) & 0 & 1
\end{vmatrix}
\]

Let \( d_{ij} = d(p_i, p_j) \) denote the accurate Euclidean distance between nodes \( i \) and \( j \). The distances measured using range measurements may be imprecise. So let the inaccurate distances be denoted as \( d_{0i} \), \( i = 1, 2, 3 \). Let \( d_{0i}, i = 1, 2, 3 \) are available while the \( d_{ij} \), with \( i \neq j \), \( i, j = 1, 2, 3 \), are also known. Then

\[
d^2_{0i} = d^2_{0i} - \epsilon_i
\]

for some error \( \epsilon_i \). The errors \( \epsilon_i \) for \( i = 1, 2, 3 \) should satisfy a single algebraic equality, as in Ref. [5], which is quadratic though not homogeneous in the \( \epsilon_i \)’s, and whose coefficients are determined by \( d_{0i} \) for \( i = 1, 2, 3 \) and \( d_{ij} \) for \( i, j = 1, 2, 3 \), and \( i \neq j \):

\[
e^T A e + e^T b + c = 0
\]

where

\[
e = [\epsilon_1 \quad \epsilon_2 \quad \epsilon_3]^T
\]

\[
A = \begin{bmatrix}
    2d^2_{23} & d^2_{12} - d^2_{13} - d^2_{23} & d^2_{13} - d^2_{12} - d^2_{23} & 2d^2_{12} \\
    d^2_{13} - d^2_{12} - d^2_{23} & 2d^2_{23} & d^2_{23} - d^2_{12} - d^2_{13} & d^2_{12} \\
    d^2_{12} - d^2_{13} - d^2_{23} & d^2_{23} - d^2_{12} - d^2_{13} & 2d^2_{13} & d^2_{12} \\
    2d^2_{13} & d^2_{12} - d^2_{13} - d^2_{23} & d^2_{23} - d^2_{12} - d^2_{13} & 2d^2_{12}
\end{bmatrix}
\]

Here

\[
b_1 = 4d^2_{12}d^2_{01} + 2(d^2_{13} - d^2_{12} - d^2_{23})d^2_{02} + 2(d^2_{13} - d^2_{12} - d^2_{23})d^2_{03} + 2d^2_{23}(d^2_{13} - d^2_{12} - d^2_{13})
\]

\[
b_2 = 4d^2_{13}d^2_{02} + 2(d^2_{12} - d^2_{13} - d^2_{23})d^2_{01} + 2(d^2_{12} - d^2_{13} - d^2_{23})d^2_{03} + 2d^2_{13}(d^2_{12} - d^2_{13} - d^2_{23})
\]

\[
b_3 = 4d^2_{13}d^2_{03} + 2(d^2_{13} - d^2_{12} - d^2_{23})d^2_{01} + 2(d^2_{13} - d^2_{12} - d^2_{23})d^2_{02} + 2d^2_{12}(d^2_{13} - d^2_{12} - d^2_{23})
\]
\[ c = 2d_{12}^2d_{13}^2d_{23}^2 + 2d_{23}^2d_{01}^2 + 2d_{13}^2d_{02}^4 + 2(d_{12}^2 - d_{13}^2 - d_{23}^2)d_{01}^2d_{02}^2 + 2(d_{13}^2 - d_{12}^2 - d_{23}^2)d_{01}^2d_{03}^2 + 2(d_{23}^2 - d_{12}^2 - d_{13}^2)d_{02}^2d_{03}^2 + 2d_{23}^4(d_{12}^2 - d_{13}^2 - d_{23}^2)d_{01}^2 + 2d_{13}^4(d_{12}^2 - d_{13}^2 - d_{23}^2)d_{02}^2 + (2d_{12}^2d_{13}^2 - d_{12}^2d_{23}^2 - d_{13}^2d_{23}^2)d_{03}^2 \]

Furthermore, the matrix A is positive semi-definite.

3. Observations Leading to Quadratic Equations

The estimated error in the inaccurate distances can be found using the derived algebraic constraints (5).

Let \( \epsilon_i \) be defined in (4) be the error in the estimated squared distances between sensor 0 and anchor i. If more than three anchor nodes are available, we take the least three distances between the anchor nodes and the sensor nodes. This is also justified from the viewpoint that the inaccuracy in the distance measurements will be the least for the anchor nodes that are closest.

In Ref. [5], the problem formulation is, Minimize

\[ \epsilon_1^2 + \epsilon_2^2 + \epsilon_3^2 \]

subject to

\[ \epsilon^T A \epsilon + \epsilon^T b + c = 0 \]

where

\[ \epsilon = [\epsilon_1 \ \epsilon_2 \ \epsilon_3]^T \]  \hspace{1cm} (12)

Here the objective function is quadratic, i.e., it is a L_2 norm optimization problem. For reformulating the problem into L_1 norm approach, let \( \epsilon_1 = p_1 - q_1, \epsilon_2 = p_2 - q_2, \) and \( \epsilon_3 = p_3 - q_3, \) or in general \( \epsilon_i = p_i - q_i, p_i \) and \( q_i \) are such that

\[ p_i, q_i \geq 0 \]  \hspace{1cm} (13)

Thus the L_1 norm formulation is Minimize

\[ \epsilon^T (p + q) \]

subject to

\[ \epsilon^T A \epsilon + \epsilon^T b + c = 0 \]  \hspace{1cm} (14)

where \( \epsilon \) is a vector, whose elements are ones.

When we use L_1 norm, it is observed that the correction happens only in that distance measurement whose value is the greatest. If we assume only one \( \epsilon \) to be non zero, the new formulation is: minimize

\[ |\epsilon| \]

subject to

\[ a_0 \epsilon^2 + a_1 \epsilon + a_2 = 0 \]  \hspace{1cm} (15)

where \( a_0, a_1, a_2 \) are obtained from Eq. (5) by substituting only one \( \epsilon \) as nonzero.

This result exactly agrees with the result obtained from the method in Ref. [7], whose formulation is as follows:

Let \( X \) represents the location of the node. Find \( X \) that minimizes,

\[ e^T (p + q) \]

subject to

\[ \begin{pmatrix} 1 \\ -a_k \end{pmatrix}^T \begin{pmatrix} Y & X \\ X^T & I \end{pmatrix} \begin{pmatrix} 1 \\ -a_k \end{pmatrix} - p + q = d_k^2, \]

\[ \forall(k) \in N \]

\[ Y = X^TX \]

\[ p_i, q_i \geq 0 \]  \hspace{1cm} (16)

where \( N \) is the set of closest anchor nodes. This approach uses Semidefinite Programming (SDP) with L_1 norm approach.

4. Testing

The proposed method and the method described in Ref. [7] has been tested using cvx programming [9]. The test data used are from Ref. [5].

A 2D scenario as depicted in Figure. 1, has been used for testing. The coordinates of the anchor nodes are \( p_1 = (0, 0), p_2 = (-43, 7), \) and \( p_3 = (47, 0) \) respectively. The noisy distance measurements acquired by sensor 0 are \( d_{01} = 35, d_{02} = 42 \) and \( d_{03} = 43. \)

The distances between beacons can be obtained using Eq. (5). The distance measurement between the anchor nodes and sensor node are unknown. Assuming that the estimated distances are error prone, the experiment was conducted with different sets of values, as shown in Table 1. The entry \( d_{01} \) means the squared distance between the anchor 1 and the sensor node 0. The same explanation can be extended for \( d_{02}, d_{03}, d_{12}, d_{13}, d_{23} \) respectively.

<table>
<thead>
<tr>
<th>Set No</th>
<th>( d_{01} ) sq</th>
<th>( d_{02} ) sq</th>
<th>( d_{03} ) sq</th>
<th>( d_{12} ) sq</th>
<th>( d_{13} ) sq</th>
<th>( d_{23} ) sq</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1225</td>
<td>1764</td>
<td>1849</td>
<td>1898</td>
<td>2209</td>
<td>65</td>
</tr>
<tr>
<td>2</td>
<td>1089</td>
<td>1764</td>
<td>1849</td>
<td>1898</td>
<td>2209</td>
<td>65</td>
</tr>
<tr>
<td>3</td>
<td>1296</td>
<td>1764</td>
<td>1849</td>
<td>1898</td>
<td>2209</td>
<td>65</td>
</tr>
<tr>
<td>4</td>
<td>1225</td>
<td>1681</td>
<td>1849</td>
<td>1898</td>
<td>2209</td>
<td>65</td>
</tr>
<tr>
<td>5</td>
<td>1225</td>
<td>1936</td>
<td>1849</td>
<td>1898</td>
<td>2209</td>
<td>65</td>
</tr>
<tr>
<td>6</td>
<td>1225</td>
<td>1764</td>
<td>1600</td>
<td>1898</td>
<td>2209</td>
<td>65</td>
</tr>
<tr>
<td>7</td>
<td>1225</td>
<td>1764</td>
<td>2116</td>
<td>1898</td>
<td>2209</td>
<td>65</td>
</tr>
</tbody>
</table>

Table 1: Set of Squared Distance Measurements

The set of values from Table 1 is used for testing. Using each row entry in the Table 1, corresponding locations are found. The results are given in the Tables 2, 3, and 4. Set No is got from Table 1. The values of \( \epsilon_1, \epsilon_2, \) and \( \epsilon_3 \) correspond to the values of \( \epsilon_1, \epsilon_2, \) and \( \epsilon_3 \) respectively. The values of \( x_0, y_0 \) corresponds to computed location. The Table
Table 2: Solution for $L_2$ norm as in Ref. [5]

<table>
<thead>
<tr>
<th>Set No</th>
<th>$\epsilon_1$</th>
<th>$\epsilon_2$</th>
<th>$\epsilon_3$</th>
<th>$x_0$</th>
<th>$y_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-21.18</td>
<td>-302.66</td>
<td>257.19</td>
<td>17.35</td>
<td>-28.36</td>
</tr>
<tr>
<td>2</td>
<td>-25.32</td>
<td>-295.64</td>
<td>252.45</td>
<td>16.27</td>
<td>-27.18</td>
</tr>
<tr>
<td>3</td>
<td>-19.17</td>
<td>-305.75</td>
<td>259.25</td>
<td>18.68</td>
<td>-29.28</td>
</tr>
<tr>
<td>4</td>
<td>-17.45</td>
<td>-254.91</td>
<td>215.96</td>
<td>18.30</td>
<td>-28.37</td>
</tr>
<tr>
<td>5</td>
<td>-29.35</td>
<td>-401.04</td>
<td>342.88</td>
<td>16.92</td>
<td>-29.05</td>
</tr>
<tr>
<td>6</td>
<td>-28.34</td>
<td>-426.73</td>
<td>358.84</td>
<td>19.19</td>
<td>-27.55</td>
</tr>
<tr>
<td>7</td>
<td>-12.90</td>
<td>-170.14</td>
<td>146.07</td>
<td>16.43</td>
<td>-29.62</td>
</tr>
</tbody>
</table>

Table 3: The Solution for $L_1$ Norm

<table>
<thead>
<tr>
<th>Set No</th>
<th>$\epsilon_1$</th>
<th>$\epsilon_2$</th>
<th>$\epsilon_3$</th>
<th>$x_0$</th>
<th>$y_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>0.00</td>
<td>335.30</td>
<td>20.43</td>
<td>-28.42</td>
</tr>
<tr>
<td>2</td>
<td>0.00</td>
<td>0.00</td>
<td>310.36</td>
<td>18.65</td>
<td>-27.22</td>
</tr>
<tr>
<td>3</td>
<td>0.00</td>
<td>0.00</td>
<td>347.30</td>
<td>21.35</td>
<td>-28.99</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
<td>0.00</td>
<td>345.32</td>
<td>21.29</td>
<td>-27.78</td>
</tr>
<tr>
<td>5</td>
<td>0.00</td>
<td>0.00</td>
<td>253.28</td>
<td>18.63</td>
<td>-29.63</td>
</tr>
<tr>
<td>6</td>
<td>0.00</td>
<td>0.00</td>
<td>167.45</td>
<td>20.43</td>
<td>-28.42</td>
</tr>
<tr>
<td>7</td>
<td>0.00</td>
<td>0.00</td>
<td>337.80</td>
<td>18.00</td>
<td>-28.86</td>
</tr>
</tbody>
</table>

Table 4: Comparison of Ref. [7], new method, Ref. Cao et al. 2005 while allowing all $\epsilon$ to vary

2 gives the values of $\epsilon_1$, $\epsilon_2$, and $\epsilon_3$, and the locations, $x_0$ and $y_0$ computed using Ref. [5].

Table 3 gives the values of the locations, $x_0$ and $y_0$ computed using the proposed method. Table 4 gives the comparison results between Ref. [7], proposed method, and Ref. [5].

5. Conclusion And FutureWork

This paper estimates the location of sensor nodes from the available imprecise distance measurements between the anchor and sensor nodes. This approach uses Cayley-Menger Determinants for making corrections. This solution requires only a quadratic solver. This reduces the computational complexity and the computational time required for solving the problem. Since wireless sensor networks are highly energy-constrained, this result helps in minimum usage of energy, by reducing the computational complexity.

The approach described in Ref. [7] is more general, which considers distance between the sensor and anchor nodes as well as interdistance between the sensor nodes. In our approach we have not considered the distance between sensor nodes. So we are planning to use Cayley-Menger distance method in a general framework. We are also planning to work for 3D case.
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