In this paper, we propose a new adaptive atlas-based technique for the automated segmentation of brain tissues (white matter and grey matter) from infant diffusion tensor images (DTI). Brain images and desired region maps (brain, Cerebrospinal fluid, etc.) are modeled by a joint Markov-Gibbs random field (MGRF) model of independent image signals and interdependent region labels. The proposed joint MGRF model accounts for the following three descriptors: (i) a 1st-order visual appearance to describe the empirical distribution of six features that has been estimated from the DTI in addition to the non-diffusion (b0) scans, (ii) 3D probabilistic atlases, and (iii) a 3D spatially invariant 2nd-order homogeneity descriptor. The 1st-order visual appearance descriptor, assuming each of the estimated DTI parameters are independent, is precisely approximated using our previously developed linear combination of discrete Gaussians (LCDG) intensity model that includes positive and negative Gaussian components. The 3D probabilistic atlases are learned using a subset of the 3D co-aligned training DTI brain images. The 2nd-order homogeneity descriptor is modeled by a 2nd-order translation and rotation invariant MGRF of region labels, with analytically estimated potentials. We tested our approach on 25 DTI brain images, and evaluated the performance on 5 manually segmented 3D DTI brain images to confirm the high accuracy of the proposed approach, as evidenced by the Dice similarity, Hausdorff distance, and absolute volume difference metrics.
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1. INTRODUCTION

Diffusion tensor imaging (DTI) is a fairly new MRI modality which was introduced in the mid-1990s [1]. DTI is a noninvasive method that offers valuable information about the structure of the human brain that could not be acquired from conventional MRI. DTI can distinguish water diffusion behavior in brain tissues, such as anisotropic diffusion in white matter. These anisotropic properties are sensitive to the fiber orientation, and can be exploited to define the axonal organization of the brain. DTI is used in a wide range of applications including fiber tracking, a key tool in assessing brain connectivity [2]. Segmentation of different structures (e.g. white matter) is a crucial step in any computer-aided diagnostic (CAD) system for the brain. Although manual segmentation performed by experts remains the gold standard, automatic segmentation approaches are vital due to the time consuming nature and performance variability of manual segmentation procedures.

Accurate segmentation of the grey matter (GM), white matter (WM), and cerebrospinal fluid (CSF) from the whole-brain is an important step used in many fields, such as clinical applications, human brain mapping, and neuroscience. General MRI segmentation methods face multiple challenges that includes image inhomogeneities, image artifacts, such as partial volume effect, and discontinuities of boundaries due to similar visual appearances of adjacent brain structures. In addition, the existence of the diffusion-sensitizing gradient found in diffusion weighted imaging (DWI) produces an amplification effect to the distortions that are linked with patient motion [3]. Moreover, the difficulties in imaging infants’ brains, which will be the case study in this paper, are more challenging and stem from the immaturity of the brain tissues, eddy current artifacts, and bulk motion distortions, especially in unseated infants.

Various brain DTI segmentation methods have been employed in the past few years. They can be classified into three main categories: probabilistic and statistical-based [4, 5], deformable model-based [6, 7], and atlas-based techniques [8, 9]. Due to the space limitations, we will briefly overview some atlas-based methods related to the focus of this paper. For more details please see [10].

Atlas-based segmentation approaches treat the segmentation problem as a registration task, and utilize prior knowledge about brain structures to overcome signal inhomogeneity and overlaps between signal distributions of different brain structures. MRI atlases are often used in studies that focus on grey matter structures while DTI atlases are superior in providing unique information about white matter structures. However, adult-based atlases can’t be used to segment infant brains due to the ongoing WM myelination of infant images [11]. Recently, there have been several studies investigating infants brains with autism using an atlas-based framework for their segmentation approach. Neda et al. [12] proposed a segmentation approach that involves two different registration frameworks using DTI and T2-weighted images. The intra-subject and inter-modality registration was based on a multi-scale approach that employs both affine and B-spline transformations, using the normalized mutual information as a matching metric. Scans taken at different time intervals are linearly mapped to an atlas constructed from a patient at the age of one year. They are subsequently mapped using a non-linear transformation to a T2-weighted atlas, and tensor images are estimated from the aligned DWI and averaged using the log-Euclidean method to produce a final DTI atlas. In summary, the
above brief overview shows the following drawbacks that exist in some DTI-based infant brain segmentation: (i) using atlases built from different modalities (e.g. T2-weighted and DTI) will affect the segmentation accuracy due to different contrast levels and inter-slice variability, and (ii) using nonlinear registration doesn’t preserve the shape information, thus limiting the possibility of performing any shape-based analysis on the segmented data, which could be used to investigate the correlation between WM and GM morphology [13].

To overcome these limitations, we propose an atlas-based approach for the accurate segmentation of brain tissues (WM+GM) from DTI images. The proposed approach depends on a combination of both prior information (atlas) and current appearance features of the DTI (the 1st-order visual appearance and the spatial interaction between brain voxels) [14].

2. THE PROPOSED SEGMENTATION FRAMEWORK

In this paper, we propose an automated approach for the extraction of different brain structures from DTI as follows: (i) inhomogeneities are reduced, artifacts detected, and motion and eddy current distortions are corrected, (ii) DTI generation and its parameters estimation, (iii) estimation of both the 1st- and 2nd-order visual appearance models that are required to calculate the proposed joint Markov-Gibbs random field (MGRF) model, (iv) initial segmentation of the DTI data using both 1st-order visual appearance models and our prior atlas model, and (v) segmentation refinement by integrating 1st-order visual appearance models, 2nd-order spatial interactions model, and prior atlas model in the proposed joint MGRF model. Details of the joint MGRF model are outlined below.

Let \( Q = \{0, \ldots, Q - 1\} \) and \( L = \{1, \ldots, L\} \) denote sets of gray levels \( g \) and region labels \( L \), respectively. Let \( R \) denote a 3D arithmetic \((x, y, z)\)-lattice supporting a given grayscale image \( g: R \rightarrow Q \) to be segmented and its goal labeled region map \( m: R \rightarrow L \). The 3D DTI brain images, \( g \), being co-aligned to the 3D training data, and its map, \( m \), are described with the following joint probability model:

\[
P(g, m) = P(g|m)P(m),
\]

which combines a 3D 2nd-order MGRF (\(P(m)\)) of region labels with a prior atlas model and a conditional distribution of the images given the map:

\[
P(g|m) = \prod_{(x,y,z) \in R} P(g_{x,y,z}|m_{x,y,z}).
\]

The map model \( P(m) = P_{sp}(m)P_{a}(m) \) has two parts: (i) a atlas prior probability \( P_{sp}(m) \), and (ii) a 2nd-order MGRF model \( P_{a}(m) \) of a spatially homogeneous map \( m \) for the image \( g \).

3D Probabilistic Atlas: In order to reduce variability across subjects and obtain a more accurate segmentation, we employed probabilistic atlases of the expected shapes of the brain labels. A training set of images, collected from different subjects, are co-aligned using a 3D affine transformation with 12 degrees of freedom by maximizing their Mutual Information (MI) [15]. The probabilistic atlases are spatially variant independent random fields of region labels \( P_{sp}(m) = \prod_{(x,y,z) \in R} P_{sp}(m_{x,y,z}) \) for the co-aligned manually segmented data sets, specified by voxel-wise empirical probabilities for each brain label \( p_{sp}(m_{x,y,z}(l)), l \in \{1, \ldots, L\} \).

Our framework exploits probabilistic atlases (built at the learning stage) for three labels: brain tissue (GM+WM), CSF, and other brain structures (excluding the background). For the training phase, we use four manually segmented data sets (non-diffusion (b0) scan) by an expert to create the probabilistic maps for the three labels. In the testing phase, each data to be segmented is registered, using an affine 3D registration, with one of the training sets used to create the prior atlas.

1st-Order Visual Appearance Descriptor: In addition to the learned prior atlas descriptor, our approach accounts for the visual appearance of each brain structure in the b0 scan and six other DTI estimated parameters: the three eigenvalues (\(\lambda_1, \lambda_2, \text{and}\, \lambda_3\)), fractional anisotropy (FA), relative anisotropy (RA), and Trace maps. These six parameters are calculated from the tensor matrix derived from each DTI data set. The mixed empirical marginal 1D distribution of voxel intensities is separated into three individual components, associated with each label of the mixture. To model the current DTI appearance, the empirical distribution is precisely approximated with a linear combination of discrete Gaussians (LCDG) and automatically separated into distinct LCDG components [16]. This approximation adapts the segmentation to the changing appearance, such as non-linear intensity variations caused by patient weight and data acquisition systems. The LCDG models the empirical distribution of the brain labels more accurately than a conventional mixture of only positive Gaussians. This yields a better initial region map that is formed by the voxel-wise classification of the image gray values. The LCDG model is described in detail in [16–18].

3D Spatial Interaction MGRF Model: In order to perform a more accurate segmentation, spatially homogeneous 3D pairwise interactions between the region labels are additionally incorporated in the model. These interactions are calculated using the popular Potts model (i.e., an MGRF with the nearest 26-neighbors of the voxels), and analytic bi-valued Gibbs potentials, that depend only on whether the nearest pairs of labels are equal or not. Let \( f_{eq}(m) \) denote the relative frequency of equal labels in the neighboring voxel pairs \((x, y, z), (x + \xi, y + \eta, z + \zeta) \in R^3; (\xi, \eta, \zeta) \in \{(\pm 1, 0, 0), (0, \pm 1, 0), (\pm 1, \pm 1, 0), (\pm 1, 0, \pm 1), (0, \pm 1, \pm 1), (\pm 1, \pm 1, \pm 1)\}\), the initial region map results in an approximation with the following analytical maximum likelihood estimates of the potentials [16]:

\[
v_{eq} = -\frac{1}{2} f_{eq}(m) - 1 \approx 2 f_{eq}(m) - 1,
\]

which that allow for computing the voxel-wise probabilities \( p_{0,x,y,z}(m_{x,y,z} = \lambda) \) of each brain label; \( l \in L \).

One of the main advantages of the proposed approach is that in addition to the prior information, our approach depends on two other models (1st- and 2nd-order visual appearance models) that are estimated directly from the input data, making our approach adaptive [14, 16–18]. The proposed step-wise segmentation approach is summarized in Algorithm 1.

3. EXPERIMENTAL RESULTS AND CONCLUSIONS

To assess the robustness and computational performance of our approach, we tested it on 25 data sets, and evaluated the performance on 5 manually segmented ground truth data sets, segmented by an expert. Patient data were obtained from the Infant Brain Imaging Study (IBIS) with participants ranging from 6 to
Algorithm 1: Key Steps for the Proposed Segmentation Approach

1. Reduce DWI data inhomogeneities using a Generalized 3D Gauss-Markov random field (GGMRF) model [19].
2. Detect artifacts, correct motion and eddy current distortions and remove images with large artifacts using DTIprep software [20].
3. Derive DTI from DWI, and estimate its six parameters (\(\lambda_1, \lambda_2, \lambda_3, \text{FA}, \text{RA}, \text{and Trace}\)) using 3D Slicer [21].
4. Approximate the marginal intensity distribution \(P(g)\) of the b0 scan and the six DTI parameters using the LCDG model with three dominant modes.
5. Form an initial region map \(m\) using the marginal estimated density and prior atlas of each label.
6. Find the Gibbs potentials for the MGRF model from the initial map [16].
7. Improve the region map \(m\) using voxel-wise Bayes classifier after integrating the three descriptors in the proposed joint MGRF model.

In order to evaluate the accuracy of our segmentation approach, we use three performance metrics: (i) the Dice similarity coefficient (DSC), (ii) 95% modified Hausdorff distance (MHD) metric, and (iii) percentage absolute volume difference (AVD) [22]. All metrics were obtained by comparing our automated segmentation to the ground truth. The b0 scans from 9 subjects were manually segmented to provide 5 data sets for segmentation evaluation and 4 data sets for the construction of our multi-atlas. As demonstrated in Table 1, the mean DSC, MHD, and AVD values for our automated segmentation of the whole brain (GM + WM) are 90.72±1.062%, 14.79±1.249 mm, and 7.335±5.472%, respectively. This confirms the high accuracy of the proposed segmentation technique.

In conclusion, our experiments show that the proposed accurate identification of the joint MGRF model demonstrates promising results in segmenting brain tissues (GM + WM) from DTI images. Our present implementation in the C++ programming language on a Dell precession T7500 workstation (3.33Ghz Intel quad-core with 48GB RAM) takes about 37.21 ± 43.01 sec to processing each test subject.

In the future, we will construct an atlas for both WM and GM, in order to further classify the segmented brain into the WM and GM. This will help us to perform a connectivity analysis on the WM fiber tracts, and to correlate our findings with brain shape descriptors (e.g. spherical harmonics) to obtain a quantitative marker that can be used in the study of both control and developmental brain disorders (e.g. autism, dyslexia).

![Fig. 1](image-url) Segmentation results of the proposed approach. Segmentation is performed in 3D. Results are projected onto 2D axial (A), coronal (C), and sagittal (S) planes for visualization. (a) 2D profile of the original b0 scan images, (b) b0 scan images after MGRF smoothing and preprocessing using DTIprep [20], (c) initial segmentation using 1st-order visual appearance models and prior atlas model, and (d) final segmentation results using the proposed three models. Note that brain tissues (WM+GM) and non-brain tissues are shown in yellow and red, respectively.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSC (%)</td>
<td>89.42</td>
<td>91.95</td>
<td>90.72</td>
<td>1.062</td>
</tr>
<tr>
<td>MHD (mm)</td>
<td>13.93</td>
<td>17.89</td>
<td>14.79</td>
<td>1.249</td>
</tr>
<tr>
<td>AVD (%)</td>
<td>1.991</td>
<td>13.784</td>
<td>7.335</td>
<td>5.472</td>
</tr>
</tbody>
</table>

Table 1. Accuracy of our segmentation approach using the Dice similarity coefficient (DSC), 95% modified Hausdorff distance (MHD), and percentage absolute volume difference (AVD) for brain tissues (WM+GM) only ("STD– standard deviation").
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