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Abstract

We reopen the issue of finding an implicit data structure for the dictionary problem. In particular, we examine the problem of maintaining $n$ data values in the first $n$ locations of an array in such a way that we can efficiently perform the operations insert, delete and search. No information other than $n$ and the data is to be retained; and the only operations which we may perform on the data values (other than reads and writes) are comparisons. Our structure supports these operations in $O(\log^2 n / \log \log n)$ time, marking the first improvement on the problem since the mid 1980's. En route we develop a number of space efficient techniques for handling segments of a large array in a memory hierarchy. We achieve a cost of $O(\log_B n)$ block transfers like in regular B-trees, under the realistic assumption that a block stores $\Omega(\log n)$ keys, so that reporting $r$ consecutive keys in sorted order has a cost of $O(\log_B n + r / B)$ block transfers. Being implicit, our B-tree occupies exactly $[n / B]$ blocks after each update.

1. Introduction

Data storage capacity is increasing rapidly, and doubles every 18 months according to Moore’s law. Processor speed is increasing even faster, so one can deploy extra computing power to squeeze more data on storage devices [16]. Minimizing storage costs for large processes is as important as ever, indeed an absolutely crucial issue is to minimize memory use in a manner such that retrievals from the “next level” in the memory hierarchy are minimized.

In this paper, we consider a fundamental problem of data organization in a fundamental way. In particular we re-examine the problem of designing a data structures for dynamic search that achieve the best space saving possible, that is, they occupy no memory cells other than those strictly needed for the distinct keys and the problem size. We want to insert, delete and search keys in a dictionary, with all the auxiliary information (including small integers and internal pointers) being implicitly encoded by a suitable permutation of the keys. In other words, if we take a snapshot of the memory, we just see the $n$ distinct keys permuted in $n$ memory cells, assuming that each key occupies a single cell for the sake of presentation. After each update, a new permutation is obtained to fully encode the resulting implicit data structure at no extra memory cost. This class of data structures are known in the literature as implicit [11], and Williams’ heap [15] is undoubtedly the best known example. There are many advantages to this organization of the keys:

- Compressing the sequence of permuted keys automatically compresses also their associated data structure. Compression of database records is an important consideration [4].
- Transmitting over a channel or dumping for backup the sequence of permuted keys provides indirectly the service also for their associated data structure at no extra cost. This property can be useful to download indexed data in mobile and personal computing.
- There is no replication in the data structure, with low storage costs and no need to maintain consistency among multiple copies of the keys. Scanning the keys is very efficient.

Implicit data structures have been studied to investigate the power of pointers. While the term originated in studying precisely the problem we now investigate [11], it has also been the subject of papers taking a somewhat different point of view, including the seminal paper of Yao [17], a long list of results on the related topics of perfect hashing [9] and the dictionary problem over a bounded universe [3, 12, 14].

We are given a set of $n$ keys from an ordered, but unbounded universe. These keys are considered to be atomic,
and we may only perform comparisons and read and write values. Under such a model, it is immediately obvious that \( \log_2 n \) comparisons are necessary and sufficient to perform a search. In that sense the sorted array is the most basic “nontrivial implicit data structure”. It handles searches optimally and uses no auxiliary storage for pointers etc., but it is static. The heap of Williams [15] and Floyd [6] is the archetypical implicit data structure. It supports a priority queue (operations insert and extract maximum) in the first \( n \) locations of an array in \( O(\log n) \) time, matching the information theoretic lower bound. Furthermore, no other “structural information” is required, other than the ability of the array to be perceived as growing or shrinking with \( n \).

The first work on an implicit data structure for the dictionary problem, and as noted the term, dates from the late 1970’s ([11], publication is far from instantaneous) with an \( O(n^{1/2} \log n) \) bound. Frederickson [7] generalized an aspect of this approach to achieve a \( o(n^{1/2}) \) bound. Munro [10] improved this to \( O(\log_2 n^2) \) with a method based on pointer encoding and AVL trees [1]. Indeed the paper speculates that \( \Theta(\log_2 n^2) \) may be optimal.

Borodin et al. [2] and Radhakrishnan and Raman [13] gave an interesting tradeoff between data moves in performing a update and the number of comparisons necessary for a search. The bound does not, however, rule out \( O(\log n) \) behavior for the problem. Closely related to our problem is that of arranging \( n \) key-records into an \( n \) array by \( k \) array so that searches can be performed quickly given any key value. The static two key problem bears some superficial similarity to the dynamic single key dictionary problem. Nevertheless, searches under this model can be supported so that searches can be performed quickly given any key of the array to be perceived as growing or shrinking with \( n \). The first work on an implicit data structure for the dictionary problem in close to 20 years, ([11], publication is far from instantaneous) with an \( O(n^{1/2} \log n) \) bound. Frederickson [7] generalized an aspect of this approach to achieve a \( o(n^{1/2}) \) bound. Munro [10] improved this to \( O(\log_2 n^2) \) with a method based on pointer encoding and AVL trees [1]. Indeed the paper speculates that \( \Theta(\log_2 n^2) \) may be optimal.

In this paper, we make the first progress on the implicit version of the dictionary problem in close to 20 years, namely an \( O(\log_2 n / \log \log n) \). While we do not claim the method, as stated, is appropriate for application, it does dispose a long standing conjecture and improves our basic understanding of a theory of data ordering. The results are developed for the implicit B-tree in the context of a memory hierarchy. Our main result is showing that the worst-case cost of searching and updating is \( O(\lfloor \frac{\log_2 n}{B} \rfloor \log_B n) \) block transfers of size \( B \), and reporting \( r \) consecutive keys in sorted order has a cost of \( O(\lfloor \frac{\log_2 n}{B} \rfloor \log_B n + r/B) \). These costs reduce to \( O(\log_B n) \) like in regular B-trees, under the realistic assumption that a block stores \( B = \Omega(\log n) \) keys. Being implicit, our data structure occupies exactly \( \lfloor n/B \rfloor \) blocks of memory after each update.

In the following, we assume without loss of generality that \( n \), the number of keys, is bounded above by \( N \), such that \( \log N = \Theta(\log n) \). This assumption is not a limitation, as shown by Frederickson [8], but it is useful to fix the bit-length of the pointers. In fact, we can keep \( O(\log \log n) \) distinct data structures of size \( 2^i \), \( c \leq i \leq \lfloor \log \log n \rfloor \) (where \( c \) is a constant), so that the total cost is dominated by the cost of the biggest of such data structures. So, our results apply regardless of changes in \( n \).

We adopt the basic technique of [10] to implicitly represent the structural information by encoding a pointer or an integer of \( b = \log N \) bits by using \( 2b \) distinct keys \( x_1, y_1, x_2, y_2, \ldots, x_b, y_b \) that are pairwise permuted according to the following rule: if the \( i \)th bit is 0, then \( \min\{x_i, y_i\} \) precedes \( \max\{x_i, y_i\} \); else, the bit is 1 and \( \max\{x_i, y_i\} \) precedes \( \min\{x_i, y_i\} \). Strictly speaking, we do not need to store the value of \( n \), but we can use a variable encoding (like \( \delta \)-codes) with \( O(\log n) \) bits implicitly represented with the first keys of the data structure as described above.

The paper is organized as follows. In Section 2, we give a high level definition of our implicit B-tree and the supported dictionary operations. In Section 3, we embed the structure in a collection of lists, in order to limit the waste of space due to the variable size of the tree nodes. We show how to completely remove any additional space besides that of the keys in Section 4, where the low level memory organization is given in some detail. Finally, in Section 5, we discuss the refinements to obtain our final bounds.

## 2. High-Level Structure of the Implicit B-Tree

The implicit B-tree has a high-level structure similar to that of regular B-trees; however, the internal organization of the nodes differs and indeed the node size grows with \( N \). This organization depends on two parameters, \( k = \Theta(\log N) = O(\log n) \) and \( t = \Theta(B^2) \) (for a positive real constant \( \epsilon < 1/2 \)).

Each leaf contains between \( tk \) and \( 2tk + k - 1 \) keys grouped in chunks of \( k \) keys each, except the last chunk in the leaf, which can have fewer than \( k \). The number of keys in a leaf can increase or decrease by 1 after an update.

Each internal node contains between \( tk \) and \( 2tk \) keys also grouped in chunks of \( k \) keys each, and the number of keys increases or decreases by \( k \). As usual, the root \( R \) can be smaller, namely, it stores between \( k \) and \( 2tk \) keys in grouped chunks. Other internal nodes have between \( t + 1 \) and \( 2t + 1 \) children, and we use a chunk of \( k \) keys to separate their pointers instead of single keys. More specifically, if a node has \( i + 1 \) children \( c_1, c_2, \ldots, c_{i+1} \), then it stores \( i \) chunks \( b_1, \ldots, b_i \) of \( k \) keys each. The keys in \( b_j \) are all greater than those in \( b_j \) with \( 1 \leq j' < j \) and all less than those in \( b_j \) with \( j < j'' \leq i \). The keys in \( b_j \) are also greater than those in the subtree rooted at \( c_{j+1} \) and less than those in the subtree rooted at \( c_{j+1} \). The pointers to \( c_1, \ldots, c_i \) and any other auxiliary information of the nodes are implicitly encoded by a pairwise permutation of the keys as mentioned in the introduction and detailed in
Section 3. At this stage of description, we assume that we have a primitive to encode and decode a pointer or a small integer of \( O(k) \) bits at the cost of scanning \( O(k) \) keys.

If we take a snapshot of the node, we can observe that the keys are not sequentially stored in the node in the order induced by the chunks \( b_1, \ldots, b_t \). Inside each chunk \( b_j \) we permute pairwise the keys to encode the pointers for children \( c_j \) and \( c_{j+1} \) and some other information introduced later on. Furthermore, we also permute chunks; as we shall see, this is crucial to handle efficiently the node with our algorithms, especially when splitting or merging. More precisely, the \( t \) smallest chunks \( b_1, \ldots, b_t \) are permuted in the first \( tk \) positions of the node, and the other \( r = i - t \) are permuted in the remaining positions of the node. Unlike the permutation of the keys, the permutation of the chunks does not encode any bits of information but it is the mere byproduct of splitting and merging without relocation.

It is worth noting that chunks in all the nodes represent a partitioning of the keys into intervals. At any time, the keys in a chunk are either all greater than or all less than those in any other chunk. In other words, to merge any two consecutive chunks, it suffices to concatenate them.

**Directories for permuted internal nodes.** To efficiently route the keys during a traversal of the B-tree, we maintain at most two directories per node. The first directory occupies the first \( 2r \) positions of the node. Let \( b_{\sigma(1)}, \ldots, b_{\sigma(t)} \) denote the chunks \( b_1, \ldots, b_t \) shuffled according to the permutation \( \sigma \), so that \( \sigma(j) = \ell \) indicates that chunk \( b_\ell \) has position \( j \) in the permutation \( \sigma \). The directory for these chunks is made up of the smallest and the largest key of \( b_{\sigma(1)}, \ldots, b_{\sigma(t)} \), in this order. As a result, each chunk \( b_{\sigma(j)} \) has two keys moved to the directory. The directory for the permutation of the trailing \( r \) chunks is analogous and occupies \( 2r \) positions starting at \( tk + 1 \). At any time, the permutation of the pairs of keys in the directories reflects that of the chunks in the nodes. The first part of the node contains the first \( t \) chunks and their directory, and the second part contains the trailing \( r \) chunks and their directory. This organization will be helpful when a node is split.

Routing a search for key \( x \) in a node (other than the root) requires a sequential scan of the \( O(t) \) keys in the directories to identify a pair of keys \( x_L \) and \( x_R \) such that \( x_L \leq x \leq x_R \) and no other key \( x' \) in the directories satisfies either \( x_L < x' \leq x \) or \( x \leq x' < x_R \). We have two cases:

- \( x_L \) and \( x_R \) belong to the same chunk \( b_{\sigma(j)} \) (i.e., \( x_L \) occupies an odd numbered position, \( 2\sigma(j) - 1 \), in the directory). We route the key \( x \) inside the node, indeed inside \( b_{\sigma(j)} \).
- \( x_L \) and \( x_R \) belong to different chunks \( b_{\sigma(j L)} \) and \( b_{\sigma(j R)} \), respectively (i.e., \( x_L \) occupies an even numbered position \( 2\sigma(j L) \) in the directory, but \( x_R \) an odd numbered position \( 2\sigma(j R) - 1 \)). These chunks would be consecutive if not permuted according to \( \sigma \), and can be located in constant time by the positions of keys \( x_L \) and \( x_R \) in the directories. Note that \( x_L \) and \( x_R \) are not necessarily consecutive in the directories, but \( \sigma(j L) + 1 = \sigma(j R) \). So they both encode the pointer to child \( c_{\sigma(j R)} \), and routing to \( x \) proceeds recursively to that child.

Our encoding scheme for the auxiliary information in the nodes is based on the pairwise permutation, and includes also the keys in the directories. This is not much of a problem, as the pairwise permutation of the keys for encoding bits and the permutation \( \sigma \) in a directory do not interfere each other. To see why, it suffices to consider first the smallest and then the largest in each pair of keys in a directory. Hence, we can handle the two cases above with minor modifications.

**Lemma 1** Following the search path for a key in a permuted internal node can be performed with \( O(t + k) \) comparisons and \( O((t + k)/B) \) block transfers.

**Searching for a key.** The search operation for a key \( x \) is rather standard. We start out from the root \( R \) and, if \( x \notin R \), we route \( x \) in each traversed node until we find \( x \) inside a chunk or we reach the leaf, whose keys are scanned to find the key.

**Lemma 2** Searching for a key in the implicit B-tree takes \( O((t + k)\log n/\log t) \) comparisons and \( O(\lceil \log_B n \rceil \log_B n) \) block transfers.

**Inserting a key.** Let us now examine the insert operation for a new key \( x \). We run the search for \( x \) as described above. Once we find the position of \( x \) inside chunk \( b_j \) of a node, say \( u \), we make room for \( x \) in \( b_j \) according to two cases:

- **If** \( u \) is a leaf, we shift by one position to the right the keys in \( b_j \) following \( x \), as well as the keys in the following chunks \( b_{j+1}, b_{j+2}, \ldots \), so that we have one position free in \( u \) to store \( x \). The size of the leaf \( u \) increases by 1.
- **If** \( u \) is an internal node, we shift by one position to the right the keys in \( b_j \) following \( x \). The rightmost shifted key replaces the rightmost key of \( b_j \) in the directory. The latter key is then inserted in the leftmost leaf of the subtree rooted at \( c_{j+1} \), since the chunks of the B-tree are disjoint intervals as previously noted.

In both cases, we end up in a leaf whose number of keys increases by 1. No internal node has yet changed size. However, after the insertion, if the leaf involved becomes of size
Lemma 3 Splitting a permuted internal node (of maximal size $2t k$) can be performed with $O((t + k)/B)$ block transfers by relocating only $O(k)$ keys in $O(1)$ chunks.

In the above process, when we reach an internal node with fewer than $2t$ chunks or when we create a new root, we perform an update by reading all the $O(tk)$ keys in it. We must also relocate the node because its number of keys increases by $k$. This operation requires $O(tk/B) = O(\log n / B^{1-t}) = O(\log_B n)$ block transfers and (a costly) node relocation. Fortunately, our B-tree organization guarantees that such an expensive operation is needed at most twice, namely, in the leaf originating the split and in the node in which the splitting process terminates.

Lemma 4 Inserting a key in the implicit B-tree takes $O\left(\left[\frac{\log n}{B}\right]\log_B n\right)$ block transfers plus the cost of resizing $O(1)$ nodes (i.e., $O(tk + k\log n / \log t)$ data moves).

Deleting a key. As for the delete operation with a key $x$, we identify the chunk $b_j$ of a node $u$, such that $x$ is in $b_j$, by running the search previously described. We then take the smallest key in the successor chunk of $b_j$ in the leftmost leaf descending from the child $c_{j+1}$ of $u$, since the chunks of the B-tree are disjoint intervals as previously noted. That key replaces the rightmost key of $b_j$ in the directory of $u$, since the latter key reuses the space left free by $x$ in $b_j$ (whose auxiliary information has to be re-encoded). We deal with $O(t)$ keys in the directory, $O(k)$ keys in the chunk $b_j$ of $u$, and $O(tk)$ keys in the leftmost leaf mentioned above. Here, we have a similar situation to that of insertion. We end up deleting a key in a leaf, which can initiate a merge operation or the sharing of a chunk of a node with one of its siblings. Merging can be treated similarly to splitting, and sharing is essentially reducible to the problem of increasing the size of a node by $k$ and of decreasing the size of one its adjacent siblings by $k$. As for merging, we can merge two nodes of size $tk$ by recording both the fact they are now a single node and a reference in one to the other. We can borrow a chunk from a node’s parent in a manner analogous to splitting.

Lemma 5 Merging two permuted internal nodes (of minimal size $tk$) can be performed with $O((t + k)/B)$ block transfers by relocating only $O(k)$ keys in $O(1)$ chunks.

Again, the expensive operations are at the leaf originating the merge and at the node in which the merging process stops (because it contains more than $t$ chunks or it can borrow a chunk from one of its adjacent siblings with the sharing operation). This takes $O(tk/B) = O(\log_B n)$ block transfers and at most three node relocations because of the change of their size.

Lemma 6 Deleting a key in the implicit B-tree takes $O\left(\left\lceil\frac{\log n}{B}\right\rceil \log_B n\right)$ block transfers plus the cost of resizing $O(1)$ nodes.

At this level of detail, we want to maintain the implicit B-tree as a permutation of its stored keys occupying a fixed and compact portion of $n$ memory cells (each capable of storing exactly one key). So an update can be seen as a transition from a permutation of $n$ keys to a permutation of $n + 1$ or $n - 1$ keys. The main computational difficulty in maintaining this interesting property is that nodes can change their sizes after an update (searching is not a problem in this sense). To overcome this problem, we must recompact some nodes by shifting their keys and possibly relocating them by exchanging positions in the permutation. Our organization guarantees that the expensive relocation mentioned above is necessary for $O(1)$ nodes (a leaf and possibly one ancestor node and its sibling). The rest of the nodes in a root-to-leaf path are involved in split or merge operations that are computationally cheaper, and do...
not need relocation as they locally permute only $O(k)$ keys (see Lemmas 3 and 5). The importance of this fact is clear; in the worst case, an update operation requires a constant number of transformations of the first type, while the number of splits or merges depends on the height $O(\log_B n)$ of the tree.

In the rest of the paper, we proceed to accommodate the keys of the nodes in memory, according to a two-level scheme. In the first level (Section 3), we pack together the nodes of identical size, embedding them in compactor lists to eliminate most of the memory waste. In this context, we preserve the invariant that lists are made up of fixed-size allocation units, and each node is stored in $O(1)$ allocation units and must encode also the auxiliary information for the lists. We use an abstract view of the memory manager, which we describe later on in the second level (Section 4).

Here, we assign contiguous memory to the allocation units of the lists and dynamically maintain a further packing of the initial unit (head) of each list, as the heads are the only allocation units partially filled.

3. Embedding the B-tree Nodes into the Compactor Lists

In this section, we show how to pack the variable-size nodes into a suitable collection of compactor lists of fixed-size allocation units, which will be stored compactly as discussed in Section 4 to relocate memory areas easily and without memory waste.

Before describing the compactor lists in detail, we must fix the information implicitly encoded in the nodes. That is, given a B-tree node storing $ik$ keys, where $t \leq i \leq 2t$, we can read the information stored in $u$ in two ways:

- **Explicit:** $u$ is a sequence of $ik$ keys, in which the first $2t$ keys form the directory, followed by what remains of $t$ chunks $b_1, \ldots, b_t$. Then, if $i > t$, we have the second directory with $2r$ keys followed by what remains of $r$ chunks $b_{i+1}, \ldots, b_i$, where $r = t - i$. Recall that these chunks and the corresponding pairs of keys in the directories are shuffled according to a permutation $\sigma$ induced by the update operations (see Section 2). To recover chunk $b_{\sigma(j)}$ in position $j$ of the permutation, we have also to take the pairs of keys in positions $2j - 1$ and $2j$ inside the directory.

- **Implicit:** $u$ can encode up to $ik/2$ bits of auxiliary information partitioned into $i$ segments of $k/2$ bits each. Each segment is encoded by the pairwise exchange of keys, so it needs $k$ keys. The value of $k/2$ is enough to encode an initial reserved area that we will use shortly to encode the auxiliary information for the compactor lists, and two pointers to the children of $u$. It is crucial to keep the segments shuffled by the same permutation $\sigma$ of the chunks described in the previous point.

The two ways of reading the keys in $u$ are not aligned because the directories in $u$ cause different displacements. But we can retrieve a chunk and its associated auxiliary information by reading the directory and accessing a suitable segment. Indeed the information encoded for the $j$th chunk in the permutation is encoded in the $j$th segment. As a result, the whole structure of the B-tree node is efficiently encoded by its keys alone. One important consideration is that of the information in the reserved area of segments. As we shall see, we must physically move the nodes from one part of the memory to another. In performing this task, we must take care to re-encode (permute) the information in the reserved area after reorganizing a node.

Keeping the above structure in mind, we can classify nodes according to their size. We pack those having identical size $ik$ into a list labeled $i$ to reflect that each of them contains $i$ chunks of $k$ keys. The total number of lists thus created is $t + 1$.

Since the leaves have size ranging from $tk$ to $2tk + k - 1$, we treat them differently. We store each leaf as a leading part being of size a multiple of $k$, plus at most two maniples each of size at least $k/2$, indicated respectively as primary and secondary. This minimal length property allows us to encode logical pointers. The size of the leading part changes by $k$ and that of the maniples by 1, as we preserve the following invariants:

1. If the primary maniple exists, then it contains between $k/2$ and $k - 1$ keys. These keys are all greater than those in the leading part.

2. If the secondary maniple exists, then: (a) the primary maniple also exists; (b) the secondary maniple must contain exactly $k/2$ keys; (c) these keys are greater than those in the primary maniple and in the leading part.

3. The rest of the keys (i.e., those in the leading part) must be a multiple of $k$.

Note that we can preserve the invariants under the insertion and deletion of a single key by scanning all the keys in the leaf. It implies that the leading part contains $ik$ keys with $t - 1 \leq i \leq 2t$. As previously mentioned, the maniples have size ranging from $k/2$ to $k - 1$. This motivates the creation of another collection of $k/2$ lists for the maniples, and an additional list $t - 1$ to store the leading parts of size $(t - 1)k$.

We refer to the two collections of lists above as compactor lists, as our allocation scheme hinges on their efficient manipulation. Specifically, we have $t + 2$ lists for the B-tree nodes, numbered from $t - 1$ to $2t$, where list $i$ packs...
the B-tree nodes and the leaves’ leading parts of size \(ik\). We call them \(tk\)-lists to reflect that each list is made up of doubly linked allocation units of size \(tk\).

We allocate the B-tree nodes to lists according to the size of the nodes. If a node is of size \(tk\), it is stored in a single allocation unit. If its size is \(2tk\), it occupies two allocation units. The remaining nodes contain each a number of keys that is not a multiple of the size \(tk\) of an allocation unit. Hence we pack the keys of each such node in at most three allocation units, where the first and the last units can be shared with other nodes. Each allocation unit contains the keys of at most two B-tree nodes. For the sake of presentation, we will discuss only B-tree nodes as the leading parts of leaves are handled identically in the lists.

We need a further property to encode the pointers in the list. Since the size of a unit is a multiple of \(k\), the unit must start with a segment of a node and the auxiliary information of the unit is encoded in the reserved area of that segment. In particular, we encode the two pointers that link the allocation unit in its list, and the displacement of the beginning (if any) of the B-tree node inside that unit (the first key in a node is not necessarily the first key in the unit).

We also have \(k/2\) lists for the maniples, numbered from \(k/2\) to \(k - 1\), where list \(i\) packs the maniples of size \(i\). We call them \(k\)-lists to reflect that each list is made up of doubly linked allocation units of size \(k\). They are handled in a manner analogous to the \(tk\)-lists. Note that, since each maniple has size at least \(k/2\), each allocation unit can store the keys of at most two maniples and encode two pointers for its list.

We point out the crucial property that only \(O(1)\) pointers refer to a key or a node in any allocation unit. This follows from the fact that each allocation unit stores the keys of at most two B-tree nodes or maniples. It will be useful when relocating the units from one area to another of the memory in Section 4.

**Resizing the maniples.** We now discuss how to resize a maniple after inserting or deleting a key from its leaf. As previously mentioned, we can maintain the invariants on the maniples of the leaf by a linear scan of its keys with \(O(tk/B) = O(\log_B n)\) block transfers. Because of this, we may have to change the size of the maniples and of the leading part of the leaf. As for the leading part, we can increase or decrease its size by \(k\), as outlined in the next paragraph.

As the size of a maniple changes, we simply move it from one \(k\)-list to another. For example, a maniple can move from list \(i\) to list \(i + 1\) in case of an insertion without violating the size invariant, or vice versa in case of a deletion. If the list is \(i = k - 1\), an insertion removes the maniple from that list, and the \(k\) keys (including the newly inserted one) are added to the leading part. If \(i = k/2\) and the maniple is primary, the deletion of a key may cause the redistribution of the keys with the secondary maniple (or its creation, if it does not exist, by taking the keys from its leading part).

There are few such cases to handle and all of them require moving one or two maniples from their \(k\)-lists. Consequently, we discuss how to move a maniple \(m\) from list \(i\) to list \(j\). We first exchange \(m\) with the maniple at the beginning of list \(i\) to preserve the packing of the maniples in the list. We then change the size of \(m\) from \(i\) to \(j\) as required by the operation at hand. Next we move \(m\) from the beginning of list \(i\) to its proper destination at the beginning of list \(j\). In other words, we reduce the problem of resizing a maniple to the problem of moving the head (i.e., allocation unit at the beginning) of two \(k\)-lists.

**Lemma 7** Resizing a maniple in the \(k\)-lists requires the relocation of \(O(1)\) maniples plus \(O\left(\left\lceil \frac{\log n}{B} \right\rceil \log_B n\right)\) block transfers.

**Resizing the B-tree nodes.** We resize and relocate the leading part of a leaf after preserving the invariants on its maniples, and do the same with an internal node after a sequence of split or merge operations. Sharing keys with a sibling node can be seen analogously, as we increase the size by \(k\) in a node and decrease the size by \(k\) in the sibling node. In these cases, we move a node from list \(i\) to list \(i + 1\) (if a chunk of \(k\) keys is added) or from list \(i + 1\) to list \(i\) (if a chunk is deleted). Handling them is analogous to that of \(k\)-lists, except that we move nodes around instead of maniples, and allocation units are of size \(tk\).

A different situation arises when the size of an internal node changes because of a split (Lemma 3) or a merge (Lemma 5). Although we logically change lists (from list \(t\) to list \(2t\), or vice versa), we need not relocate the nodes and search in the data structure. It suffices to re-encode \(O(1)\) pointers in the \(tk\)-lists because we keep the directories in the internal nodes.

**Lemma 8** Resizing a node in the \(tk\)-lists has a cost given by relocating \(O(1)\) nodes plus \(O\left(\left\lceil \frac{\log n}{B} \right\rceil \log_B n\right)\) block transfers. The cost of resizing reduces to \(O\left(\left\lceil \frac{\log n}{B} \right\rceil \right)\) when splitting or merging the node (no relocation needed).

We can now store the compactor lists by allocating contiguous memory to each allocation unit. As a result, we obtain an almost implicit data structure in that the heads of the lists are the only allocation units that are partially filled. In order to achieve a fully implicit data structure in \(n\) memory cells, we have to handle the floating heads of the compactor lists as described in Section 4.
4. Low-Level Memory Organization of the Compactor Lists

We are left with the problem of storing the compactor lists in adjacent memory cells with no waste of space. As previously noted, the allocation units are full except the heads of the lists. We have to deal with these floating heads by packing them in a suitable area of the memory in a dynamic setting. Given $n$ adjacent memory cells in which we have to store the B-tree, we lay out the compactor lists according to the following low-level memory organization in three consecutive main areas (see Figure 1):

**tk-area** contains all the $tk$-lists in a total space that is a multiple of $k$. The area is divided into two zones. Zone A stores all the allocation units that are not the heads in their lists. Hence, its size increases and decreases by $tk$. Zone H is floating and packs together the keys stored in the heads of the lists. Its size increases and decreases by $k$.

**k-area** contains all the $k$-lists. Again, here zone A contains all the allocation units that are not the heads in their lists, and its size increases and decreases by $k$. Zone H is floating and packs together the keys stored in the heads of the lists. Its size increases and decreases by 1.

**root area** contains the root $R$ of the B-tree which is treated separately from the other B-tree nodes. Its keys are stored at the end of the allocated memory area shown in Figure 1.

We also have to store the $t+2$ pointers to the allocation units that are heads of the $tk$-lists (there are $t+2$ of them) and a further $t+2$ pointers to the next-to-head allocation units. We also require the analogous pointers to the head and next-to-head units in the $k$-lists (there are $k/2$ of them), which adds up to further $k$ pointers. Globally, if our data structure stores $\Omega((t+k)k)$ keys, we can encode these pointers and spread them in the reserved areas of the first segments in the $tk$-area. Then each of them can be retrieved by scanning $O(k)$ keys. (In the border case of $O((t+k)k)$ keys, we implement each operation on our data structure by a sequential scan of these few keys; see Section 5 for reducing their number.) We now have to show how to manage the compactor lists according to the above memory organization. By Lemma 7 and 8, we can focus on moving keys from one head to another.

**Relocation in the k-area.** Suppose we want to move the maniple $x$ packed at the beginning of list $i$ to the beginning of list $i+1$ because there is a new key added to $x$ for obtaining $x'$ with $i+1$ keys (the other operations are treated analogously). An example is shown in Figure 2. We begin by shifting all the $O(tk)$ keys in root $R$, one position to the right, to make room for one more key in zone H. Let $c$ be this free memory cell (which we fill with the extra key), and $y$ be the maniple that follows $x$ in list $i$, such that the last keys in $x$ and the first keys in $y$ share the same allocation unit ($y$ may not exist). Since $x$ may occupy at most the first two allocation units of list $i$, we know that the first unit is in zone H of the $k$-area and the second unit, if any, is in zone A (Figure 2.a). We swap the latter unit with the last unit in zone A, at the cost of moving $O(k)$ keys and searching the data structure to identify the $O(1)$ leaves containing the involved maniples (Figure 2.b).

At this point, we have the head of list $i$ in zone H and the next-to-head at the end of zone A, immediately adjacent to zone H. Scanning the $O(k^2)$ keys in the last unit of zone A and in the whole zone H, we can make $y$ be the beginning of list $i$, and $x'$ be the beginning of list $i+1$ (Figure 2.c). (We will describe in Section 5 how to scan fewer keys.) If $x'$ contains $k$ keys or less, we (logically) shorten the end of zone A by $k$ positions and increase zone H by $k$ positions to its left (this is the case illustrated in Figure 2.c). Otherwise, $x'$ contains more than $k$ keys: we take the last $k$ keys in $x'$ and form an allocation unit in list $i+1$ to be placed at the end of zone A, and keep the rest of the keys in $x'$ in the head of list $i+1$ in zone H (see Figure 2.d).

We need to update $O(k)$ pointers to the heads and next-to-heads (of $k$-lists) that are encoded in the $tk$-area, because the change of size of one head causes the shift of the others.
Figure 2. An example of relocation of maniple $x$ being resized as maniple $x'$ (with one more key) in the $k$-area. (a) The head of list $i$ contains part of $x$, and the next-to-head contains the rest of $x$ and part of $y$ (if any). (b) The next-to-head is swapped with the last allocation unit in zone $A$. (c–d) After the addition of a new key in cell $c$ to obtain $x'$, maniple $x$ disappears from list $i$ and the next-to-head of list $i$ becomes the new head containing part of $y$ only; the new head of list $i + 1$ becomes $x'$. 

Lemma 9 Relocating a maniple in the $k$-area requires $O\left(\lceil \frac{\log n}{k} \rceil \log_B n + k^2 / B \right)$ block transfers.

Relocation in the $tk$-area. Suppose we want to move a node at the beginning of list $i$ to list $i + 1$. This is caused by the fact that we wish to add a chunk of $k$ keys to an internal node or to the leading part of a leaf. In other words, a chunk of size $k$ in the $k$-area has to be moved to increase the size of a node in the $tk$-area. From the discussion above on the relocation in the $k$-area, this chunk occupies the last allocation unit in zone $A$ of the $k$-area. We exchange it with the first allocation unit in zone $A$, so that it immediately follows zone $H$ of the $tk$-area. We logically increase the latter area by $k$ positions to its right and decrease the $k$-area by $k$ positions to its left. We now have all relevant keys in zone $H$ of the $tk$-area, proceeding in a fashion similar to what done in the $k$-area.

Lemma 10 Relocating a node in the $tk$-area requires $O\left(\lceil \frac{\log n}{k} \rceil \log_B n + t^2 k / B \right)$ block transfers.

Notable exceptions are the merge and split operations in the internal nodes. Here, we logically merge or split two allocation units of $tk$ keys each, and note that this does not require physically moving the heads of lists $tk$ and $2tk$. The cost is just that of scanning $O(t + k)$ keys, even though the total size of the segments is $\Theta(tk)$, as anticipated in Lemma 3, Lemma 5 and Lemma 8.

As a general rule in our allocation scheme, a pointer from an internal node to one of its children uses a level of indirection if the child is head of one of the $tk$-lists. Similarly, the pointer in the leading part of a leaf uses indirection if the maniple is head of one of the $k$-lists. In order to check this rule, it suffices to see if the pointer refers to a reserved area inside a segment by a simple mathematical computation. This rule requires minor modification in our algorithms and does not change the complexity of the algorithms.

Theorem 1 An implicit $B$-tree for $n$ keys stored in $n$ memory cells can be maintained under insertions and deletions with $O\left(\lceil \frac{\log n}{k} \rceil \log_B n + \frac{\log^2 n}{k} \right)$ block transfers per key in the worst case. Searching a key takes $O\left(\lceil \frac{\log n}{k} \rceil \log_B n \right)$ block transfers in the worst case. The only operations performed on the keys are comparisons and moves; and furthermore no additional space is required for the data structure. That is, the $n$ memory cells stores both the keys and the (implicit) data structure.

5. Refining the Solution

In this section, we refine the data structure in order to get better bounds, and obtain a new result for application in main memory. In Theorem 1, the $\frac{\log^2 n}{k}$ additive term is upper bounded by $O(\log_B n)$ when $B^{\varepsilon} \leq \log_B n$. We therefore focus on the case $B^{\varepsilon} \geq \log_B n$ in the rest of this section. In this case, we must avoid accessing $\Theta(k^2)$ keys when relocating the maniples in the $k$-area (see Lemma 9). We deal with two situations:
1. We have to access the $\Theta(k)$ pointers to the heads and to the next-to-heads of $k$-lists. Recall that these pointers are encoded by $\Theta(k^2)$ keys in the $tk$-area, namely, in the reserved area of the segments in the first nodes of zone A.

2. We have to shift keys in zone H of the $k$-area, when resizing a maniple stored in one of the $k$-list heads. Recall that all heads of $k$-lists are packed together in zone H and contain $\Theta(k^2)$ keys in total.

In the following, when we refer to zone H, we mean inside the $k$-area.

Solving point 1 is fairly easy. We use a further level of indirection by encoding the $\Theta(k)$ pointers to the heads inside zone H and by putting a single pointer at the beginning of the $tk$-area to reflect this displacement. Note that each pointer encoded in zone H is tagged with the number $j$ of its $k$-list. If the list is empty, we can avoid to store the pointer. Letting $g \leq k/2$ be the number of nonempty lists, at the beginning of the $tk$-area we keep the $g$ pointers to the next-to-heads as they are not changed by a relocation of keys inside zone H. The number of encoded pointers at the beginning of the $tk$-area drops from $\Theta(tk+k)$ to $\Theta(t+g)$, requiring thus only $\Theta((t+g)k)$ keys to set up our data structure, which is always guaranteed by definition of $g$. The smallest number of keys in this case is for $g = O(1)$ and an individual node satisfies the above requirement since it stores $\Theta(tk)$ keys. A larger value of $g$ means that we have $\Omega(gk)$ additional keys, and so we may encode the $g$ pointers. On the other hand, if we have $o(tk)$ keys, we can run brute-force updates and searches by scanning all the keys.

As for point 2, we extend the definition of heads in $k$-lists, so that nonempty lists have heads containing $\Theta(k)$ keys (e.g., we can unite the previously defined heads with their next-to-heads and make next-to-heads point to the successors of the resulting heads). The main idea is to fragment each head of a $k$-list in zone H into allocation units of size $\ell = \Theta(\log_B n)$, where $k$ is a multiple of $\ell$. In a certain sense, we wish to represent the heads in zone H as $\ell$-lists, so that we transform the $k/2$ heads of the $k$-lists into $k/2$ lists whose allocation units have size $\ell$ inside zone H. The association rule is immediate, namely, the whole $\ell$-list $j$ stores the keys in the head of $k$-list $j$ (so, a pointer to the latter head and the pointer to the former list are logically the same). The full allocation units of these $\ell$-lists are stored at the beginning of zone H. The heads of the $\ell$-lists are stored in a compact way at the end of zone H. Note that the latter heads contain $O(k\ell)$ keys, which we can fully scan with $O(k\ell/B) = O(\lceil \log_B n \rceil \log_B n)$ block transfers.

We encode the pointers to the heads and to the next-to-heads of the $g$ nonempty $\ell$-lists in the first $O(g)$ allocation units of size $\ell$ in zone H, as each such pointer requires $O(\ell)$ bits. We also tag each pointer with the number $j$ of its $\ell$-list, encoding $j$ by a pairwise permutation of the keys. Note that, to have direct access to one of the $g$ pointers to next-to-heads in point 1, we can scan the pointers to the $g$ nonempty $\ell$-lists in the first $O(gf)$ keys of zone H and find its rank $h$. Then, we simply decode the $h$th pointer to next-to-heads in point 1. At any time, the order of the pointers to the $\ell$-lists in zone H reflects that of the $g$ pointers in point 1.

**Lemma 11** Relocating a maniple in the $k$-area, as stated in Lemma 9, can be done with $O\left(\lceil \log_B n \rceil \log_B n\right)$ block transfers.

We have described a single data structure for implicit B-trees. In general, we adopt the scheme by Frederickson [8], keeping $O(\log \log n)$ distinct data structures of size $2^i$, $c \leq i \leq \log \log n$ (where $c$ is a constant), so that the total cost is dominated by the cost of the largest of such data structures. Insertions are always performed on the largest structure; a deletion is performed by moving an element from the largest structure into the one where the element to be deleted is found.

**Theorem 2** An implicit B-tree for $n$ keys can be maintained in $n$ memory cells so as to support searching, inserting and deleting with $O\left(\lceil \log_B n \rceil \log_B n\right)$ block transfers in the worst case. Reporting $\tau$ consecutive keys in sorted order takes $O\left(\lceil \log_B n \rceil \log_B n + \tau/B\right)$ block transfers.

Under the realistic assumption that $B = \Omega(\log n)$, the term $O\left(\lceil \log_B n \rceil \log_B n\right)$ in Theorem 2 reduces to $O(\log_B n)$ like in regular B-trees. Note that previous B-tree-like data structures occupied $n + \Omega(n)$ memory cells with the above bounds, while we occupy exactly $n$ cells (the minimum possible with no waste of space) in $\lceil n/B \rceil$ blocks of memory.

**Corollary 1** When $B = \Omega(\log n)$, the implicit B-tree takes $O(\log_B n)$ block transfers per operation, reporting $\tau$ consecutive keys in $O(\log_B n + \tau/B)$ block transfers. The memory occupancy is optimal, i.e., $\lceil n/B \rceil$ blocks of memory.

In main memory, we can fix $B = \Theta(\log n)$ and multiply the number of block transfers by $O(B)$ to get the total (CPU) running time.

**Theorem 3** Fixing $B = \Theta(\log n)$, an implicit B-tree for $n$ keys stored in $n$ cells of main memory supports insertions, deletions and searches in $O(\log^2 n/\log \log n)$ time.

6. Conclusions

We have introduced a new data structure, the implicit B-tree, to provide new bounds for searching and updating an
implicit dictionary, which is entirely encoded by a suitable permutation of its keys. In hierarchy memory, these operations require $O\left(\frac{\log n}{B} \log_B n\right)$ block transfers in the worst case, and reporting $r$ consecutive keys in sorted order takes $O\left(\frac{\log n}{B} \log_B n + r/B\right)$. Under the realistic assumption that $B = \Omega(\log n)$, the above bounds reduce to $O(\log_B n)$ like in regular B-trees. Note that other permutations of the keys could be used for encoding bits of information. In general, $k$ keys can encode $\Theta(\log k!) = O(\log n \log \log \log n)$ bits instead of $O(\log n)$ as we do; however, we must change our scheme as the directories of the nodes may no more encode information as they are themselves partially permuted due to the splits and merges. In main memory, we can implement the dictionary operations in $O(\log^2 n / \log \log n)$ running time, improving a longstanding bound of $O(\log^2 n)$ for the problem.
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