Building an Ontology-Based Multilingual Lexicon for Word Sense Disambiguation in Machine Translation
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Abstract. Word sense disambiguation (WSD) requires the establishment of a list of the different meanings of words. WSD efforts in machine translation require, in addition, the equivalent translation words in target languages. To facilitate WSD in machine translation systems, we propose the construction of an ontology-based multilingual lexicon, from various existing language resources, as an alternative to existing hierarchical lexicons such as WordNet and Roget’s Thesaurus. Apart from providing equivalent words from different languages, the lexicon will be used to extend a WSD algorithm that calculates lexical conceptual distance data. The information in the lexicon to be constructed can also be used for other natural language processing tasks.

1 Introduction

In natural language, words having different meanings in different contexts are said to be ambiguous. While it comes naturally to humans, deciding what an ambiguous word means in a particular discourse can be problematic for machines. As an example, consider the English word log. A computer might wrongly translate the English sentence:

The computer logs have been deleted.

into the Malay sentence

*Balak komputer telah dipotong.

or literally, *the computer wood has been cut!*

Word sense disambiguation (WSD) refers to the task of determining the correct meaning or sense of an ambiguous word in context [1]. This requires first establishing a list of all different meanings (senses) for all the words under consideration. Disambiguation is then performed by evaluating the context of an occurrence of an ambiguous word and the sense entries in the said list, in order to assign the correct sense to the word occurrence under consideration [2]. The
selection of equivalent words in a target language (from a bilingual dictionary or lexicon), to translate ambiguous words in a source language, as in the example above, is often termed target word selection.

Many researchers turn to WordNet [3] as a resource for WSD, due to its broad coverage, rich lexical information, and free availability. However, the sense distinctions in WordNet are often deemed too fine-grained for practical natural language processing tasks [2]. Hence, merely linking non-English words to WordNet is insufficient: further processing (e.g. combining and/or dropping) of WordNet senses is often required. Some researchers, such as in [1], attempted to alleviate this by “lumping” together English WordNet senses that are translated to the same Chinese words. Others (e.g. the authors of [4]) constructed their own lexical knowledge-bases suited to their needs.

To better facilitate WSD for machine translation, we propose to use an ontology-based multilingual lexicon, which will contain various linguistic information, as part of our language resources.

2 Building an Ontology-based Multilingual Lexicon

We first give a brief overview of ontologies and the use of hierarchical structures in lexical resources, before outlining how an ontology-based multilingual lexicon can be constructed.

2.1 Taxonomies and Ontologies

An ontology is an “explicit formal specifications of the terms in the domain and relations among them” [5]. It defines concepts, terms and vocabularies in a domain, and also the relationship among these concepts. Concepts are organised in a taxonomic structure, with subclasses inheriting properties and specialising from superclasses. Current semantic web technologies also have the added capability of inferring new facts from old facts already captured in the ontology. An ontology, together with a set of instances of the classes or concepts defined, constitute a knowledge base about the domain being described [6].

Using taxonomies and hierarchical structures in lexical resources is not a new idea. Roget’s Thesaurus groups words with similar meanings in hierarchies (with few number of levels) of classes and sections, while WordNet is well-known for its “is-a” relations (amongst other types of relations) between “synsets”, or groups of synonymous words. However, Roget’s Thesaurus does not include the definition of words. In fact, words in a group are merely related, not synonymous. In addition, words under a common heading can be of different syntactic categories. On the other hand, while WordNet uses different approaches in categorising words of different syntactic categories, Kilgariff and Yallop [7] argued that WordNet’s hierarchical structure cannot be used if one wishes to move from a fine-grained approach to a coarse-grained one.

The main aim of Roget’s Thesaurus is to help writers choose the appropriate word [7], whereas WordNet was constructed based on psycholinguistic principles.
Neither are traditional dictionaries (in either book or electronic forms) perfect resources for WSD work [2]. Therefore, we propose the construction of an alternative ontology-based multilingual lexicon.

2.2 Construction of the Lexicon

The construction of an ontology-based multilingual lexicon involves four tasks:

– building the taxonomic structure of the ontology,
– preparing lexical entries and the information they contain,
– categorising the lexical entries under the appropriate semantic classes in the ontology, and
– specifying suitable relations among the lexical entries.

The Taxonomy. We construct our taxonomic structure of the lexicon based on GoiTaikei [8], an electronic Japanese lexicon. GoiTaikei contains around 300,000 Japanese words categorised under 3,000 classes in three hierarchies: general nouns, proper nouns, and “phenomenons” (verbs, adjectives and adverbs). The hierarchies here are desirable, since GoiTaikei was developed for use with a machine translation system. There are no class definitions in GoiTaikei [9]; instead, the classes are used to semantically specify word senses. The Japanese words are marked with part-of-speech information and the classes they are associated with, while words in the “phenomenon” hierarchy are organised as a valency dictionary with selectional restrictions.

It may be noted that the classes set out in GoiTaikei are not semantically universal. Therefore, they may not necessarily tally with classes defined in other ontologies of any type and function. For our purposes, GoiTaikei’s classes serve as specifications of word senses for natural language processing tasks.

The label of each semantic class in GoiTaikei was translated at Unit Terjemahan Melalui Komputer (UTMK) to English, and the hierarchical structure recreated as an Ontology Web Language (OWL) [10] file1. We used Protégé 2000 [11], an ontology editor, for this purpose.

The Lexical Entries. Each lexical entry represents a distinct sense of a word, and contains the following information:

– a word form in English,
– part-of-speech,
– definition keywords for a particular sense of the word,
– equivalent word(s) in other languages,
– definition entries from various dictionaries associated with this sense.

Figure 1 shows a sample lexical entry for the word impartial which contains the equivalent Chinese and Malay word sense entries.

1 or as a database, if need be
**Fig. 1.** A sample lexical entry for the word *impartial*. The definition entries were extracted from *WordNet*, the *Dictionary of Modern Chinese Words* and *Kamus Dewan*.

For each word sense, the corresponding entries from dictionaries of different languages are matched, and the equivalent words in target languages extracted. The linking of lexical entries to *WordNet 1.5* have also been performed and is available at UTMK.

**Categorisation of the Lexical Entries.** The instances of the semantic classes are the lexical entries, which needs to be associated with the relevant classes. The English word in each lexical entry will be translated to a Japanese word having the equivalent sense to that entry. This Japanese word is then looked up in *GoiTaikei* to identify the semantic classes in which it appears. The lexical entry (with the original English word) will then be added to the corresponding class in our ontology-based lexicon.

**The Relations.** As mentioned earlier, relations can be specified to link various concepts and instances (in this case, lexical entries). Firstly, the edges in *GoiTaikei*’s noun tree represents hyponymy and meronymy [9]. Therefore, our lexicon already contains “is-a” and “part-of” relations for nouns. In addition, *GoiTaikei* includes valency and selectional restriction information for verbs, adjectives and adverbs, which can be incorporated into our lexicon. Morphological relations among word forms can also be extracted from dictionaries. We can take a further leaf out of *WordNet*: if a relation exists between two synsets in *WordNet*, we can create a link between the corresponding two lexical entries in our lexicon. However, of the myriad types of relations in *WordNet* (as well as other facets and properties), we are still considering the suitable ones, besides hyponymy and meronymy, to be included and used in our WSD algorithm.
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Part-of-speech (POS) information often gives helpful clues as to the correct sense of an ambiguous word [12]. This is useful, since our lexical ontology has separate hierarchies for words of different POS, and contemporary POS-taggers are of high accuracy [13]. Therefore, current WSD efforts are mostly geared towards solving ambiguities in the same syntactic category. Elsewhere, the dependency structure of a sentence also gives clues to resolve ambiguities to a certain level, and there is current work in extracting structural templates [14] and identifying multi-word verbs [15] from bilingual knowledge-bases at UTMK to serve this purpose.

As part of his MSc work, Lim [16][17] developed an unsupervised, knowledge-based sense-tagger using the definition texts in dictionaries. First of all, using Guo’s method [18], a set of descriptive semantic primitives were extracted from a dictionary. After annotating the definition entries in WordNet with semantic primitives, Lexical Conceptual Distance Data (LCDD) between word senses was derived to measure the relatedness between them, in order to determine the sense of an ambiguous word. While he did not make use of the many lexical relations in WordNet, Lim suggested that taking these – or some hierarchical net of a computer-tractable lexicon – into account would improve the algorithm’s accuracy.

We plan to extend Lim’s LCDD algorithm by incorporating the hierarchical structure of our ontology, and any relationships that will be defined. For example, the LCDD among classes of word senses can be computed as a function of the LCDD among word senses in those classes. Also, different heuristics may be used when calculating the LCDD of words of different syntactic categories, as they seem to “behave” differently [2][3].

To resolve the correct sense of an ambiguous word in an input sentence, we compute the LCDD between its possible senses and those of the words in context, as well as the classes involved. Since the lexical entries contain words from different languages with equivalent senses, the multilingual lexicon can be used for performing WSD on input sentences in any language that is included in the ontology.

As an example, consider the English noun hand, for which we decide (for the sake of illustration) to list the following four senses in the lexicon:

- part of arm below wrist (tangan in Malay),
- manual worker (pekerja in Malay),
- handwriting (tulisan in Malay), and
- help (bantuan in Malay).

Figure 2, which is a (much simplified) subset of the taxonomic structure of the lexicon, shows how the four senses of the word hand are categorised under different semantic classes.

Given the input English sentence,
Fig. 2. Subset of the multilingual lexicon, showing the semantic classes in which the different senses of the English word *hand* appear. Arrows indicate pairs of words or classes where LCDDs will be computed for the example input sentence *The ranch hands are going on a strike*.

*The ranch hands are going on a strike.*

and we wish to disambiguate the meaning of *hand*, we calculate the LCDD between the four senses of *hands* and the other content words (e.g. *farm* and *strike*) in the sentence. We also compute the LCDD between the classes to which the word senses belong. This will be done based on the definition texts and the structural information in the ontology. Once the sense of the word *hands* is disambiguated, i.e. the lexical entry corresponding to the sense of this particular occurrence is found (in this case, the entry under *Worker*), the equivalent translation word can then be extracted.

If multiple equivalent translation words are found for the selected sense, statistical information for word co-occurrence extracted from parallel corpora can be utilised to select a translation word that gives a more “natural”, grammatical output sentence, as proposed in [19].

This lexicon can be reused for other natural language processing tasks, such as speech synthesis, if we enrich the ontology-based lexicon with other information (e.g. syllable segmentations and IPA notations). Homonyms are words having distinct meanings but the same lexical form, and are often pronounced differently when used to mean different things. For instance, the Malay word
semak (a bush), is pronounced differently from semak (to check or inspect). The phonological information in the multilingual lexicon can then be used to synthesise correct pronunciations of homonyms.

4 Future Work

The multilingual lexical ontology is still in the early stages of being constructed, and there is much work to be done. The hierarchy of nouns will be constructed as a start. We summarise some future concerns here, some of which have been mentioned earlier:

- identifying suitable relations to be included in the ontology-based lexicon,
- identifying other lexical or semantic information than may be needed, in future, for each lexical entry,
- extending Lim’s LCDD algorithm with information from the ontology and other heuristics,
- determining if and how adjectives and adverbs can be re-categorised in the ontology-based lexicon. (They reside in the same hierarchy in GoiTaikei.)

One shortcoming of our work is that since the lexical entries in the lexicon are prepared by hand, it will be a time and labour consuming task. Another possible future work would be to automatically acquire lexical information from various sources, and to automatically insert new lexical entries into the lexicon, based on existing entries and the definition text of the new entry.

5 Conclusion

We propose the construction of an ontology-based multilingual lexicon, from existing language resources, as part of an approach to WSD in machine translation. The lexicon will also include a variety of information, including definition texts, equivalent translation words in other languages, phonological and morphological information, such that it can be used for NLP tasks other than machine translation, including information search and retrieval, speech processing, text categorisation and language identification.
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