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Abstract

The goal of temporal alignment is to establish time correspondence between two sequences, which has many applications in a variety of areas such as speech processing, bioinformatics, computer vision, and computer graphics. In this paper, we propose a novel temporal alignment method called least-squares dynamic time warping (LSDTW). LSDTW finds an alignment that maximizes statistical dependency between sequences, measured by a squared-loss variant of mutual information. The benefit of this novel information-theoretic formulation is that LSDTW can align sequences with different lengths, different dimensionality, high non-linearity, and non-Gaussianity in a computationally efficient manner. In addition, model parameters such as an initial alignment matrix can be systematically optimized by cross-validation. We demonstrate the usefulness of LSDTW through experiments on synthetic and real-world Kinect action recognition datasets.

1 Introduction

Temporal alignment of sequences is an important problem with many practical applications such as speech recognition \cite{1,2}, activity recognition \cite{3,4}, temporal segmentation \cite{5}, curve matching \cite{6}, chromatographic and micro-array data analysis \cite{7}, synthesis of human motion \cite{8}, and temporal alignment of human motion \cite{9,10}.

Dynamic time warping (DTW) is a classical temporal alignment method that aligns two sequences by minimizing the pairwise squared Euclidean distance \cite{1,2}. An advantage of DTW is that the minimization can be efficiently carried out by dynamic programming (DP) \cite{11}. However, due to the Euclidean formulation, DTW may not be able to find a good alignment when the characteristics of the two sequences are substantially different (e.g., sequences have different amplitudes). Moreover, DTW cannot handle sequences with different dimensions (e.g., image to audio alignment), which limits the range of applications significantly.

To overcome the weaknesses of DTW, canonical time warping (CTW) was introduced \cite{9}. CTW performs sequence alignment in a common latent space found by canonical correlation analysis (CCA) \cite{12}. Thus, CTW can naturally handle sequences with different dimensions. However, CTW can only deal with linear projections, and it is difficult to optimize model parameters such as the initial alignment matrix, the regularization parameter used in CCA, and the dimensionality of the common latent space.

To handle non-linearity, dynamic manifold temporal warping (DMTW) was recently proposed in \cite{4}. DMTW first transforms original data onto a one-dimensional non-linear manifold and then finds an alignment on this manifold using DTW. Although DMTW is highly flexible by construction, its performance depends heavily on the choice of the non-linear transformation and, moreover, it implicitly assumes the smoothness of sequences. For this reason, DMTW has limited applicability.

In this paper, we propose a novel information-theoretic temporal alignment method based on statistical dependence maximization. Our method, which we call least-squares dynamic time warping (LSDTW), employs a squared-loss variant of mutual information called squared-loss mutual information (SMI) as a dependency.
measure. SMI is estimated by the method of least-squares mutual information (LSMI) [13], which is consistent estimator achieving the optimal non-parametric convergence rate to the true SMI. An advantage of the proposed LSDTW over existing methods is that it can naturally deal with non-linearity and non-Gaussianity in data through SMI. Moreover, cross-validation (CV) with respect to the LSMI criterion is possible, which allows selection of model parameters such as the initial alignment matrix, the Gaussian kernel width, and the regularization parameter. Furthermore, the formulation of LSDTW is quite general and does not require strong assumptions on the topology of the latent manifold (e.g., smoothness). Thus, LSDTW is expected to perform well in a broader range of applications. Indeed, through experiments on synthetic and real-world Kinect action recognition tasks, LSDTW is shown to be a promising alternative to existing temporal alignment methods.

2 Dependence Maximizing Temporal Alignment via SMI

In this section, we first formulate the problem of dependence maximizing temporal alignment (DMTA) and then develop a DMTA method based on squared-loss mutual information (SMI) [13].

2.1 Formulation of Dependence Maximizing Temporal Alignment (DMTA)

Given two sequences represented by a set of samples (ordered in time),

\[ \{ x_i \mid x_i \in \mathbb{R}^{d_x} \}_{i=1}^{n_x} \text{ and } \{ y_j \mid y_j \in \mathbb{R}^{d_y} \}_{j=1}^{n_y}, \]

the goal of DMTA is to find a temporal alignment such that the statistical dependency between two sets of samples is maximized. Note that \( n_x \) and \( n_y \) can, in general, be different from \( d_x \) and \( d_y \).

Let \( \pi^x \) and \( \pi^y \) be alignment functions over \( \{1, \ldots, n_x\} \) and \( \{1, \ldots, n_y\} \), and let \( \Pi \) be the corresponding alignment matrix:

\[ \Pi := [\pi^x \pi^y]^\top \in \mathbb{R}^{2 \times m}, \]

\[ \pi^x := [\pi^x_1, \ldots, \pi^x_m]^\top \in \{1, \ldots, n_x\}^{m \times 1}, \]

\[ \pi^y := [\pi^y_1, \ldots, \pi^y_m]^\top \in \{1, \ldots, n_y\}^{m \times 1}, \]

where \( m \) is the number of indexes needed to align the sequences and \( ^\top \) denotes the transpose. \( \Pi \) needs to satisfy the following three additional constraints:

- **Boundary condition:** \( [\pi^x_1 \pi^y_1]^\top = [1 1]^\top \) and \( [\pi^x_m \pi^y_m]^\top = [n_x n_y]^\top. \)
- **Continuity condition:** \( 0 \leq \pi^x_t - \pi^x_{t-1} \leq 1 \) and \( 0 \leq \pi^y_t - \pi^y_{t-1} \leq 1. \)
- **Monotonicity condition:** \( t_1 \geq t_2 \rightarrow \pi^x_{t_1} \geq \pi^x_{t_2}, \pi^y_{t_1} \geq \pi^y_{t_2}. \)

Let us denote the paired samples aligned by \( \pi^x \) and \( \pi^y \) as

\[ Z(\Pi) := \{(x_{\pi^x_i}, y_{\pi^y_i})\}_{i=1}^{m}. \]

Then, the optimal alignment, denoted by \( \Pi^* \), is defined as the maximum of a certain statistical dependence measure \( D \) between the two sets \( \{x_i\}_{i=1}^{n_x} \) and \( \{y_j\}_{j=1}^{n_y} \):

\[ \Pi^* := \arg\max_{\Pi} D(Z(\Pi)). \]

2.2 Least-Squares Dynamic Time Warping (LSDTW)

A popular measure of statistical dependence is mutual information (MI) [14], and its estimation has been studied thoroughly [15] [16] [17] [18] [19]. However, these MI approximations are computationally expensive, mainly due to the non-linearity introduced by the “log” function. In this paper, we propose to use a squared-loss variant of MI called squared-loss MI (SMI), which results in a simple and computationally efficient estimation algorithm called least-squares dynamic time warping (LSDTW).
2.2.1 Overview

The optimization problem of LSDTW is defined as

$$\Pi^* := \arg\max_{\Pi} \text{SMI}(Z(\Pi)), \quad (1)$$

where SMI is defined and expressed as

$$\text{SMI}(Z) = \frac{1}{2} \iint \left( \frac{p_{xy}(x,y)}{p_x(x)p_y(y)} - 1 \right)^2 p_x(x)p_y(y)dx\,dy,$$

$$= \frac{1}{2} \iint \left( \frac{p_{xy}(x,y)}{p_x(x)p_y(y)} \right) p_{xy}(x,y)dx\,dy - \frac{1}{2}, \quad (2)$$

where $p_{xy}(x,y)$ is the joint density of $x$ and $y$, and $p_x(x)$ and $p_y(y)$ are the marginal densities of $x$ and $y$, respectively. SMI is the Pearson divergence \[20\] from $p_{xy}(x,y)$ to $p_x(x)p_y(y)$, while the ordinary MI is the Kullback-Leibler divergence \[21\] from $p_{xy}(x,y)$ to $p_x(x)p_y(y)$. SMI is non-negative and is zero if and only if $x$ and $y$ are statistically independent, as the ordinary MI.

Based on Eq.(1), we develop the following iterative algorithm for estimating $\Pi$:

(i) **Initialization:** Initialize the alignment matrix $\Pi$.

(ii) **Dependence estimation:** For the current $\Pi$, obtain an SMI estimator $\hat{\text{SMI}}(Z(\Pi))$.

(iii) **Dependence maximization:** Given an SMI estimator $\hat{\text{SMI}}(Z(\Pi))$, obtain the maximum alignment $\Pi$.

(iv) **Convergence check:** The above (ii) and (iii) are repeated until $\Pi$ fulfills a convergence criterion.

2.2.2 Dependence Estimation

In the dependence estimation step, we utilize a non-parametric SMI estimator called least-squares mutual information (LSMI) \[13\], which was shown to possess a superior convergence property \[22\]. Here, we briefly review LSMI.

**Basic Idea:** The key idea of LSMI is to directly estimate the density ratio in Eq.(2) \[23\],

$$r(x,y) := \frac{p_{xy}(x,y)}{p_x(x)p_y(y)},$$

from paired samples $Z(\Pi) = \{(x_{x_i^r},y_{y_i^r})\}_{i=1}^m$ without going through density estimation of $p_{xy}(x,y)$, $p_x(x)$, and $p_y(y)$. Here, the density-ratio function $r(x,y)$ is directly modeled as

$$r_{\alpha}(x,y) = \sum_{\ell=1}^m \alpha_\ell K(x,x_{x_\ell^r})L(y,y_{y_\ell^r}), \quad (3)$$

where $K(x,x')$ and $L(y,y')$ are kernel functions (e.g., Gaussian kernels) for $x$ and $y$, respectively.

Then, the parameter $\alpha = (\alpha_1, \ldots, \alpha_m)^\top$ is learned so that the squared error to the true density ratio is minimized:

$$J_0(\alpha) := \frac{1}{2} \iint (r_{\alpha}(x,y) - r(x,y))^2 p_x(x)p_y(y)dx\,dy.$$

After a few lines of calculation, $J_0$ can be expressed as

$$J_0(\alpha) = J(\alpha) + \text{SMI}(Z(\Pi)) + \frac{1}{2},$$
where
\[
J(\alpha) := \frac{1}{2} \alpha^\top H_{\Pi} \alpha - h_{\Pi}^\top \alpha,
\]
\[
H_{\Pi,\ell,\ell'} := \iint K(x, x_{\pi^\ell}) L(y, y_{\pi^\ell}) K(x, x_{\pi^{\ell'}}) L(y, y_{\pi^{\ell'}}) p_\alpha(x)p_\gamma(y) \, dx \, dy,
\]
\[
h_{\Pi,\ell} := \iint K(x, x_{\pi^\ell}) L(y, y_{\pi^\ell}) p_{xy}(x,y) \, dx \, dy.
\]
Since SMI(\(Z(\Pi)\)) is constant with respect to \(\alpha\), minimizing \(J_0\) is equivalent to minimizing \(J\).

**Computing the Solution:** Approximating the expectations in \(H_{\Pi}\) and \(h_{\Pi}\) included in \(J\) by empirical averages, we have the following optimization problem:
\[
\min_{\alpha} \left[ \frac{1}{2} \alpha^\top \widehat{H}_{\Pi} \alpha - \widehat{h}_{\Pi}^\top \alpha + \lambda \alpha^\top \alpha / 2 \right],
\]
(4)
where \(\lambda \alpha^\top \alpha / 2\) is the regularization term to avoid overfitting, \(\lambda (\geq 0)\) is the regularization parameter, and
\[
\widehat{H}_{\Pi,\ell,\ell'} := \frac{1}{m^2} \sum_{i,j=1}^{m} K(x_{\pi^\ell}, x_{\pi^{\ell'}}) L(y_{\pi^\ell}, y_{\pi^{\ell'}}) K(x_{\pi^{\ell'}}, x_{\pi^{\ell'}}) L(y_{\pi^{\ell'}}, y_{\pi^\ell'}),
\]
(5)
\[
\widehat{h}_{\Pi,\ell} := \frac{1}{m} \sum_{i=1}^{m} K(x_{\pi^\ell}, x_{\pi^{\ell'}}) L(y_{\pi^\ell}, y_{\pi^{\ell'}}).
\]

Differentiating Eq.(4) with respect to \(\alpha\) and equating it to zero, we can obtain the optimal solution \(\hat{\alpha}_{\Pi}\) analytically as
\[
\hat{\alpha}_{\Pi} = (\widehat{H}_{\Pi} + \lambda I)^{-1} \widehat{h}_{\Pi},
\]
where \(I\) is the \(m \times m\) identity matrix. Note that, LSMI has time complexity \(O(m^3)\) due to the matrix inversion. However, when the number of training data is large, we can reduce the number of kernels in Eq.(3) to \(l(< m)\) by sub-sampling. With this approximation, the inverse matrix in Eq.(5) can be computed with time complexity \(O(l^3)\).

Finally, the following SMI estimator can be obtained by taking the empirical average of Eq.(2) as
\[
\text{SMI}(Z(\Pi)) = \frac{1}{2m} \sum_{i=1}^{m} r_{\alpha_{\Pi}}(x_{\pi^\ell}, y_{\pi^{\ell}}) - \frac{1}{2}.
\]
(6)

**Model Selection:** Hyper-parameters included in the kernel functions and the regularization parameter can be optimized by cross-validation with respect to \(J\) \([13]\), which is described below.

First, samples \(Z = \{(x_i, y_i)\}_{i=1}^{n}\) are divided into \(K\) disjoint subsets \(\{Z_k\}_{k=1}^{K}\) of (approximately) the same size. Then, an estimator \(\hat{\alpha}_{Z_k}\) is obtained using \(Z \setminus Z_k\) (i.e., all samples without \(Z_k\)), and the approximation error for hold-out samples \(Z_k\) is computed as
\[
J_{Z_k}^{(K-CV)} := \frac{1}{2} \hat{\alpha}_{Z_k}^\top \widehat{H}_{Z_k} \hat{\alpha}_{Z_k} - \widehat{h}_{Z_k}^\top \hat{\alpha}_{Z_k},
\]

where, for \(|Z_k|\) being the number of samples in subset \(Z_k\),
\[
[\widehat{H}_{Z_k}]_{\ell,\ell'} := \frac{1}{|Z_k|^2} \sum_{x \in Z_k} \sum_{y \in Z_k} K(x, x_{\ell}) L(y, y_{\ell}) K(x, x_{\ell'}) L(y, y_{\ell'}),
\]
\[
[\widehat{h}_{Z_k}]_{\ell} := \frac{1}{|Z_k|} \sum_{(x, y) \in Z_k} K(x, x_{\ell}) L(y, y_{\ell}).
\]
This procedure is repeated for $k = 1, \ldots, K$, and its average $J^{(K-CV)}$ is taken as

$$J^{(K-CV)} := \frac{1}{K} \sum_{k=1}^{K} J_{Z_k}^{(K-CV)}.$$ 

Finally, we compute $J^{(K-CV)}$ for all model candidates, and choose the one with minimum $J^{(K-CV)}$.

### 2.3 Dependence Maximization

Based on the empirical estimate of SMI, the dependence maximization problem is given as

$$\max_{\Pi} \tilde{\text{SMI}}(Z(\Pi)).$$

We here provide a computationally efficient approximation algorithm based on dynamic programming (DP) [11].

Let us rewrite the empirical SMI, Eq.(6), as

$$\tilde{\text{SMI}}(Z(\Pi)) = \frac{1}{2m} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \delta(\pi_x^i, \pi_y^j) r_{\alpha\Pi}(x_i, y_j) - \frac{1}{2},$$

where

$$\delta(\pi_x^i, \pi_y^j) = \begin{cases} 
1 & \text{if } x_{\pi_x^i} \text{ and } y_{\pi_y^j} \text{ are paired}, \\
0 & \text{otherwise}.
\end{cases}$$

Then, the solution is updated with the current $\Pi^{\text{old}}$ as

$$\Pi^{\text{new}} = \arg\max_{\Pi} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \delta(\pi_x^i, \pi_y^j) r_{\alpha\Pi^{\text{old}}}(x_i, y_j).$$

This problem can be efficiently solved by DP with time complexity $O(n_x n_y)$ (see Appendix). Note, however, that the solution to Eq.(7) does not always increase the empirical SMI, Eq.(6), we update the alignment matrix $\Pi$ only if the SMI score increases after the update.

### 3 Related Methods

In this section, we review existing temporal alignment methods which are based on pairwise distance minimization (not dependence maximization) and point out their potential weaknesses.

#### 3.1 Dynamic Time Warping (DTW)

The goal of dynamic time warping (DTW) is, given two sequences of the same dimensionality and the different number of samples, $\{x_i \mid x_i \in \mathbb{R}^d \}_{i=1}^{n_x}$ and $\{y_j \mid y_j \in \mathbb{R}^d \}_{j=1}^{n_y}$, to find an alignment such that the sum of pairwise distances between two sets is minimized [12, 2]

$$\min_{\pi^x, \pi^y} \sum_{i=1}^{m} \|x_{\pi^x_i} - y_{\pi^y_i}\|^2,$$

where $m$ is the number of indices needed to align the sequences. $\pi^x$ and $\pi^y$ need to satisfy the boundary, continuity, and monotonicity conditions (see Section 2.1). The above DTW optimization problem can be efficiently solved by DP with time complexity $O(n_x n_y)$.

A potential weakness of DTW is that it cannot handle sequences with different dimensions such as image to audio alignment. Moreover, even when the dimensionality of sequences is the same, DTW may not be able to find a good alignment of sequences with different characteristics such as sequences with different amplitudes. These drawbacks highly limit the applicability of DTW.
3.2 Canonical Time Warping (CTW)

Canonical time warping (CTW) can align sequences with different dimensions in a common latent space [9, 10].

The CTW optimization problem is given as

$$\min_{W_x, W_y, V_x, V_y} \|V_x^T X W_x^T - V_y^T Y W_y^T\|_F^2,$$

where $\|\cdot\|_F$ is the Frobenius norm, $X = [x_1, \ldots, x_n] \in \mathbb{R}^{d_x \times n_x}$, $Y = [y_1, \ldots, y_n] \in \mathbb{R}^{d_y \times n_y}$, $W_x \in \{0, 1\}^{m \times n_x}$ and $W_y \in \{0, 1\}^{m \times n_y}$ are binary selection matrices that need to be estimated to align $X$ and $Y$, and $V_x \in \mathbb{R}^{d_x \times b}$ and $V_y \in \mathbb{R}^{d_y \times b}$ ($b \leq \min(d_x, d_y)$) are linear projection matrices of $x$ and $y$ onto a common latent space, respectively. The above optimization problem can be efficiently solved by alternately solving CCA and DTW, where the alignment matrix obtained using DTW is usually used as initialization (initial alignment matrix).

However, since CTW finds a common latent space using CCA, it can only deal with linear and Gaussian temporal alignment problems. Thus, CTW cannot properly deal with multi-modal and non-Gaussian data. Another limitation of CTW is that comparing the alignment quality over different model parameters is not straightforward. This is because, for different model parameters, a common latent space found by CCA is generally different and thus the metric of the pairwise distance Eq. (8) is also different. For this reason, a systematic model selection method for the regularization parameter, dimensionality of the common latent space, and the initial alignment matrix has not been developed so far, to the best of our knowledge.

3.3 Dynamic Manifold Temporal Warping (DMTW)

Dynamic manifold temporal warping (DMTW) is a non-linear extension of CTW [4].

The DMTW optimization problem is defined as

$$\min_{W_x, W_y, F_x, F_y} \|F_x(X)W_x^T - F_y(Y)W_y^T\|_F^2,$$

where $F_x : \mathbb{R}^{d_x \times n_x} \rightarrow \mathbb{R}^{b \times n_x}$ and $F_y : \mathbb{R}^{d_y \times n_y} \rightarrow \mathbb{R}^{b \times n_y}$ are non-linear mapping functions that map $x$ and $y$ to a common latent subspace. DMTW first maps $X$ and $Y$ to a one-dimensional smooth manifold (i.e., $b = 1$) by the tensor voting method [24] and then align sequences on the manifold.

DMTW highly depends on a specific non-linear transformations and requires the smooth manifold assumption. Thus, the usage of DMTW is limited to specific applications. On the other hand, CTW and LSDTW do not require the latter strong assumption and thus can be useful for a broader range of applications. This assertion will be experimentally validated in the next section.

4 Experiments

In this section, we experimentally evaluate our proposed LSDTW method on synthetic and real-world Kinect action recognition tasks.

4.1 Setup

In LSDTW, we use the Gaussian kernels:

$$K(x, x') = \exp \left( -\frac{\|x - x'\|^2}{2\sigma_x^2} \right), \quad L(y, y') = \exp \left( -\frac{\|y - y'\|^2}{2\sigma_y^2} \right),$$

where $\sigma_x$, $\sigma_y$, and $\lambda$ are chosen by 3-fold CV from

$$(\sigma_x, \sigma_y) = c \times (m_x, m_y), \quad c = 2^{-1/2}, 1.8^{-1/2}, \ldots, 0.2^{-1/2}, \quad \lambda = 10^{-1}, 10^{-2},$$
Due to non-convex nature of the objective, setting a good initial alignment is an important issue for LSDTW. Here, from the alignment obtained using CTW and the simple uniform initialization,

\[
\pi^x = [1, [1 + n_x/m], [1 + 2n_x/m], \ldots, n_x]^\top \in \mathbb{R}^{m \times 1}, \\
\pi^y = [1, [1 + n_y/m], [1 + 2n_y/m], \ldots, n_y]^\top \in \mathbb{R}^{m \times 1},
\]

where \( m = \min(n_x, n_y) \), we choose the one with the largest SMI score as the initial alignment for LSDTW.

We compare the performance of LSDTW with DTW and CTW. For CTW, we choose the dimensionality of CCA to preserve 90% of the total correlation, and we fix the regularization parameter at 0.01. We use the alignment given by DTW as the initial alignment of CTW.

To evaluate the alignment results, we use the following standard alignment error [10]:

\[
Error = \frac{\text{dist}(\Pi^*, \hat{\Pi}) + \text{dist}(\hat{\Pi}, \Pi^*)}{m^* + \hat{m}}, \quad \text{dist}(\Pi_1, \Pi_2) = \sum_{i=1}^{m_1} \min\{\|\pi_1^{(i)} - \pi_2^{(j)}\|\}_{j=1}^{m_2},
\]

where \( \Pi^* \) and \( \hat{\Pi} \) are true and estimated alignment matrices and \( \pi_1^{(i)}, \pi_2^{(j)} \in \mathbb{R}^{2 \times 1} \) are the \( i \)-th and \( j \)-th row of \( \Pi_1 \) and \( \Pi_2 \), respectively.
4.2 Synthetic Dataset

First, we illustrate the behavior of the proposed LSDTW method for non-linear and non-Gaussian data using synthetic datasets.

**Non-linear (multi-modal) data**

\[
x_i = z_i + 0.4 \sin(2\pi z_i), \quad i = 1, \ldots, 1000,
\]

\[
y_j = z_{(j-1) \times 2 + 1}, \quad j = 1, \ldots, 500,
\]

where \(z_i = i/1000\) (see Figure 1-(a-1)).

Figure 1-(a-2) shows the alignment path obtained by LSDTW, CTW, and DTW, respectively. In this experiment, we initialize LSDTW and CTW with the true alignment matrix and check whether those methods perform well. As can be observed, LSDTW can find a better alignment in the middle region (i.e., a multi-modal region) than DTW and CTW. This shows that LSDTW objective is much better than alternatives when it comes to multi-modal data. Figure 1-(a-3) depicts the SMI score with respect to the number of iterations in LSDTW, showing that LSDTW converges in 10 iterations.

**Non-Gaussian data:**

\[
X = U_x^T Z M_x^T + \eta E_x, \quad Y = U_y^T Z M_y^T + \eta E_y,
\]

where \(U_x, U_y \in \mathbb{R}^{2 \times 2}\) are randomly generated affine transformation matrices, \(Z \in \mathbb{R}^{2 \times m}\) is a trajectory in two dimensions, \(M_x \in \mathbb{R}^{n_x \times m}\) and \(M_y \in \mathbb{R}^{n_y \times m}\) are randomly generated matrices for time warping, \(E_x \in \mathbb{R}^{2 \times n_x}\) and \(E_y \in \mathbb{R}^{2 \times n_y}\) are randomly generated additive exponential noise with rate parameter 1 (and its mean is adjusted to be zero), and \(\eta = \{0, 0.3, 0.6, \ldots, 3.0\}\) is the noise level. Note that larger noise level \(\eta\) means stronger non-Gaussianity in the data.

Figures 1-(b-1) and (b-2) show an example of synthetic data with additive exponential noise (\(\eta = 2.4\)) and corresponding alignment paths obtained by LSDTW, CTW, and DTW. As can be seen, only the proposed method can find a good alignment. Figure 1-(b-3) shows the mean alignment error over 100 runs, from which we can confirm that the proposed method tends to outperform the existing methods for larger noise levels.

4.3 Real-world Kinect Action Recognition Data

Next, we evaluate the proposed LSDTW method on the publicly available Kinect action recognition dataset\(^2\). This dataset consists of the human skeleton data (15 joints) obtained using a Kinect sensor, and there are 16 subjects and 16 actions with 5 runs. Instead of using the raw skeleton data, we here use the 105-dimensional feature vector, where each element of the feature vector is the Euclidean distance between joint pairs.

In evaluation, we carry out unsupervised action recognition experiments and evaluate the performance of alignment methods by classification accuracy. More specifically, we first divide the action recognition dataset into two disjoint subsets: 8 subjects (#1-#8) with all actions for testing (in total 640 sequences) and the remaining subjects (#9-#16) with all actions for “training” database (in total 640 sequences). Then, we retrieve \(N = 10\) similar actions for each test action from the database by DTW, CTW, and LSDTW. Here, we use the pairwise Euclidean distance based on an estimated alignment to measure the similarity between sequences. Finally, if there is at least one correct action in the retrieved sequences, we regard the action to be correctly retrieved.

Figure 2 shows the mean classification accuracy as functions of the number of retrieved actions, \(N\), where three different database sizes are tested. The graphs clearly show that LSDTW compares favorably with existing methods in terms of classification accuracy.

---

1 A distribution of a multi-modal data has two or more modes.
2 www.cs.ucf.edu/~smasood/datasets/UCFKinect.zip
5 Conclusions

In this paper, we proposed a novel temporal alignment framework called the dependence maximization temporal alignment (DMTA) and developed a DMTA method called the least-squares dynamic time warping (LSDTW). LSDTW adopts squared-loss mutual information as a dependence measure, which is efficiently estimated by the method of least-squares mutual information. Notable advantages of LSDTW are that it can naturally deal with non-linear and non-Gaussian sequences and it can optimize model parameters such as the Gaussian kernel width and the regularization parameter by cross-validation. We applied the proposed method on the Kinect action recognition task, and experimentally showed that LSDTW is the promising alternative to the compared methods.
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Appendix

Given the empirical estimate of SMI computed at the dependence estimation step (Sect. 2.2.2), the dependence maximization problem is given as

$$
\max_{\Pi} \hat{\text{SMI}}(Z(\Pi)) = \max_{\Pi} \frac{1}{2m} \sum_{i=1}^{m} \alpha_{\Pi, \text{old}}(x_{\pi_i}, y_{\pi_i}) - \frac{1}{2} 
$$

Equation (3)

$$
\approx \frac{1}{2(n_x + n_y)} \max_{\Pi} \sum_{i=1}^{m} \alpha_{\Pi, \text{old}}(x_{\pi_i}, x_{\pi_i}^*) L(y_{\pi_i}, y_{\pi_i}^*) - \frac{1}{2}.
$$

(9)

Based on the constraints on the alignment functions $\Pi$ described in Sect. 2.1, this optimal alignment can be computed by dynamic programming (DP) \[11\]. In order to verify this, we define the prefix sequences $X_n := \{x_i \mid x_i \in \mathbb{R}^d\}_{i=1}^{n}$ and $Y_{n'} := \{y_j \mid y_j \in \mathbb{R}^d\}_{j=1}^{n'}$, with $n \leq n_x$ and $n' \leq n_y$, and set $A(n, n') := \hat{\text{SMI}}(X_n, Y_{n'})$ denoting the optimal SMI for the aligned prefix sequences $X_n$ and $Y_{n'}$.

Following the boundary conditions of the alignment functions, we have:

$$
A(1, 1) = r_{\alpha_{\Pi, \text{old}}}(x_1, y_1).
$$

(10)

Based on the continuity and monotonicity conditions, the DP-equation is given as

$$
A(n, n') = \max\{A(n-1, n'-1), A(n-1, n'), A(n, n'-1)\} + \alpha_{\Pi, \text{old}}(x_n, y_{n'}),
$$

(11)

for $1 < n \leq n_x$ and $1 < n' \leq n_y$. Therefore, the optimal $\hat{\text{SMI}}(Z(\Pi)) = \frac{1}{2(n_x + n_y)} A(n_x, n_y) - \frac{1}{2}$ can be computed in $O(n_x n_y)$. Given the accumulated cost matrix $A$, we can compute the optimal alignment $\Pi$ using backtracking.