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\textbf{Abstract}

Translation Validation is a technique for ensuring that the target code produced by a translator is a correct translation of the source code. Rather than verifying the translator itself, translation validation validates the correctness of each translation, generating a formal proof that it is indeed a correct. Recently, translation validation has been applied to prove the correctness of compilation in general, and optimizations in particular.

Tvoc, a tool for the Translation Validation of Optimizing Compilers developed by the authors and their colleagues, successfully handles many optimizations employed by Intel’s ORC compiler. Tvoc, however, is somewhat limited when dealing with loop reordering transformations. First, in the theory upon which it is based, separate proof rules are needed for different categories of loop reordering transformations. Second, Tvoc has difficulties dealing with combinations of optimizations that are performed on the same block of code. Finally, Tvoc relies on information, provided by the compiler, indicating which optimizations have been performed (in the case of the current ORC, this instrumentation is fortunately part of the compiler).

This paper addresses all the issues above. It presents a uniform proof rule that encompasses all reordering transformations performed by the Intel ORC compiler, describes a methodology for translation validation in the presence of combinations of optimizations, and presents heuristics for determining which optimizations occurred (rather than relying on the compiler for this information).

\textbf{Keywords:} Translation validation, formal methods, loop optimizations, ORC, fusion, distribution.

\textsuperscript{1} Email: \{goldberg,zuck,barrett\}@cs.nyu.edu
\textsuperscript{2} This research was supported in part by and NSF grants CCR-0306538 and CCR-0098299 and ONR grant N00014-99-1-0131.
1 Introduction

Translation Validation (TV) is a technique for ensuring that the target code emitted by a translator - such as a compiler - is a correct translation of the source code. Because of the (well-documented) difficulties of verifying an entire compiler, i.e. ensuring that it generates the correct target code for every possible valid source program, translation validation can be used to validate each run of the compiler, comparing the actual source and target codes.

There has been considerable work in this area, by these authors and others, to develop TV techniques for optimizing compilers that utilize structure preserving transformations, i.e. optimizations which do not greatly change the structure of the program (e.g. dead code elimination, loop-invariant code motion, copy propagation) [1,7,11] as well as structure modifying transformations, such as loop reordering transformations (e.g. interchange, tiling), that do significantly change the structure of the program [2,7,12]. In previous publications, the authors and their students have described a prototype tool, Tvoc, that was developed for performing translation validation on the Intel Open Research Compiler (ORC) which performs a large number of transformations of both categories [13,14].

Although Tvoc is able to perform TV in the presence of a number of different structure preserving and structure modifying optimizations, it has suffered from the following drawbacks:

- **Tvoc** does not use a single unified proof rule for validating loop reordering transformations, but rather relies on several proof rules of different forms depending on the particular optimization being applied. Specifically, **Tvoc** uses different proof rules for interchange, tiling, and skewing than it does for fusion and distribution. From a scientific (and engineering) perspective, a single proof-rule to handle all loop reordering transformations would be more satisfying.

- **Tvoc** has difficulty handling combinations of structure preserving and structure modifying optimizations. This is a serious drawback since often one transformation is performed on the code solely to enable a subsequent transformation.

- **Tvoc** uses information produced by the compiler that indicates which loop optimizations have been performed. Fortunately, ORC does produce a file containing such information after every compilation, and thus no additional instrumentation of the compiler is required. Although this information is never relied upon by **Tvoc** to support a proof that the compilation is correct, it is used by **Tvoc** to suggest the proof method to use on a particular section of code.
In this paper we describe our approaches to solving the above problems, which are currently being implemented. Briefly stated, the solutions are as follows:

- We have generalized the proof rule used for interchange, tiling, and skewing so that it now works for fusion and distribution as well. As a side benefit, the proof rule now captures additional loop transformations such as peeling and software pipelining.

- When presented with the target code $T$ that reflects a series of transformations of the source code $S$, such that no intermediate versions of the code (e.g. after individual transformations) are available, $\text{Tvoc}$ will synthesize a series of intermediate versions of the code, based on what transformations it believes were performed. That is, it will generate synthetic intermediate versions $I_1$, $I_2$, … $I_n$, which might possibly not have been created by the compiler at all. $\text{Tvoc}$ will then validate that the translation from $S$ to $I_1$, the translation from $I_j$ to $I_{j+1}$ for each $j$, and the translation from $I_n$ to $T$ are correct.

- In order to avoid having $\text{Tvoc}$ rely on information produced by the compiler to determine which optimizations were actually performed, we have developed a set of heuristics that are used to generate this information given only the source and target code. Heuristics were previously used in this way by Necula [8] for the TV of structure preserving transformations in gcc. In this paper, we describe the heuristics we use for the TV of structure modifying transformations, specifically loop reordering transformations.

The paper is organized as follows. Section 2 provides the necessary background for understanding our TV work in the validation of individual structure modifying transformations. Section 3 describes how the proof rule that we have used for loop optimizations such as interchange and tiling can be generalized to include a wider variety of loop transformations including fusion, alignment, peeling, and unrolling. Section 4 describes the kinds of combinations of optimizations that ORC performs, and our techniques for validating such combinations using the creation of synthetic intermediate versions of the code. Section 5 presents the heuristics that we have developed in order to determine, in the absence of any suggestions by the compiler, which optimizations have been performed. Finally, Section 6 concludes.

2 Background

This section is a summary of our previous work on Tvoc. We refer the reader to [13,14] for more details and examples.
2.1 Transition Systems

In order to discuss the formal semantics of programs, we introduce transition systems, TS’s, a variant of the transition systems of [9]. A Transition System $S = \langle V, O, \Theta, \rho \rangle$ is a state machine consisting of: a set $V$ of state variables; a set $O \subseteq V$ of observable variables; an initial condition $\Theta$ characterizing the initial states of the system; and a transition relation $\rho$, relating a state to its possible successors. The variables are typed, and a state of a TS is a type-consistent interpretation of the variables. For a state $s$ and a variable $x \in V$, we denote by $s[x]$ the value that $s$ assigns to $x$. The transition relation refers to both unprimed and primed versions of the variables, where the primed versions refer to the values of the variables in the successor states, while unprimed versions of variables refer to their value in the pre-transition state. Thus, e.g., the transition relation may include “$y' = y + 1$” to denote that the value of the variable $y$ in the successor state is greater by one than its value in the old (pre-transition) state. We assume that each transition system has a variable $\pi$ that describes the program location counter.

While it is possible to assign a transition relation to each statement separately, we prefer to use a generalized transition relation, describing the effect of executing several statements along a path of a program. Consider the following basic block:

$\begin{align*}
B0: & \\
 & n \leftarrow 500 \\
 & y \leftarrow 0 \\
 & w \leftarrow 1 \\
 & \text{IF } \neg (n = w) \text{ GOTO B2}
\end{align*}$

$\begin{align*}
B1: & \\
& \text{IF } \neg (n = w) \text{ GOTO B2}
\end{align*}$

There are two disjuncts in the transition relation associated with this block. The first describes the B0 to B1 path, which is $\pi = B0 \land n' = 500 \land y' = 0 \land w' = 1 \land n' \geq w' \land \pi' = B1$, and the second describes the B0 to B2 path, which is $\pi = B0 \land n' = 500 \land y' = 0 \land w' = 1 \land n' < w' \land \pi' = B2$. The transition relation is then the disjunction of all such generalized transition relations.

The observable variables are the variables we care about, where we treat each I/O device as a variable, and each I/O operation, including external procedure calls, removes/appends elements to the corresponding variable. If desired, we can also include among the observable variables the history of external procedure calls for a selected set of procedures. When comparing two systems, we will require that the observable variables in the two systems match.
A computation of a TS is a maximal (possibly infinite) sequence of states \( \sigma : s_0, s_1, \ldots \), starting with a state that satisfies the initial condition such that every two consecutive states are related by the transition relation.

A transition system \( \mathcal{T} \) is called deterministic if the observable part of the initial condition uniquely determines the rest of the computation. We restrict our attention to deterministic transition systems and the programs which generate such systems. Thus, to simplify the presentation, we do not consider here programs whose behavior may depend on additional inputs which the program reads throughout the computation. It is straightforward to extend the theory and methods to such intermediate input-driven programs.

Let \( P_S = \langle V_S, O_S, \Theta_S, \rho_S \rangle \) and \( P_T = \langle V_T, O_T, \Theta_T, \rho_T \rangle \) be two TS's, to which we refer as the source and target TS's, respectively. Two such systems are called comparable if there exists a one-to-one correspondence between the observables of \( P_S \) and those of \( P_T \). To simplify the notation, we denote by \( X \in O_S \) and \( x \in O_T \) the corresponding observables in the two systems. A source state \( s \) is defined to be compatible with the target state \( t \), if \( s \) and \( t \) agree on their observable parts. That is, \( s[X] = t[x] \) for every \( x \in O_T \). We say that \( P_T \) is a correct translation (refinement) of \( P_S \) if they are comparable and, for every \( \sigma_T : t_0, t_1, \ldots \) a computation of \( P_T \) and every \( \sigma_S : s_0, s_1, \ldots \) a computation of \( P_S \) such that \( s_0 \) is compatible with \( t_0 \), then \( \sigma_T \) is terminating (finite) iff \( \sigma_S \) is and, in the case of termination, their final states are compatible. Note that the refinement is an equivalence relation. We use \( P_T \sim S_S \) to denote that \( P_T \) is a correct translation of \( P_S \).

We distinguish between structure preserving optimizations, that admit a clear mapping of control and data values in the target program to corresponding control and data values in the source program, and structure modifying optimizations that admit no such clear mapping. Most high-level optimizations are structure preserving, while most loop optimizations are structure modifying (notable examples are skewing, unrolling, and peeling, that can actually be handled by both our structure modifying and structure preserving proof approaches.)

### 2.2 Translation Validation of Structure Preserving Optimizations

Let \( P_S = \langle V_S, O_S, \Theta_S, \rho_S \rangle \) and \( P_T = \langle V_T, O_T, \Theta_T, \rho_T \rangle \) be comparable TS's, where \( P_S \) is the source and \( P_T \) is the target. In order to establish that \( P_T \) is a correct translation of \( P_S \) for the cases that the structure of \( P_T \) does not radically differ from the structure of \( P_S \), we use a proof rule, \( \text{Val} \), which is inspired by the computational induction approach ([3]), originally introduced for proving properties of a single program. Rule \( \text{Val} \) (see [13], and a variant in [14] which produces simpler verification conditions) provides a proof
methodology by which one can prove that one program refines another. This is achieved by establishing a control mapping from target to source locations, a data abstraction mapping from source variables to (possibly guarded) expressions over the target variables, and proving that these abstractions are maintained along basic execution paths of the target program.

In Val, each TS is assumed to have a cut-point set, i.e., a set of blocks that includes all initial and terminal blocks, as well as at least one block from each of the cycles in the programs’ control flow graph. A simple path is a path connecting two cut-points, and containing no other cut-point as an intermediate node. For each simple path, we can (automatically) construct the transition relation of the path. Typically, such a transition relation contains the condition which enables this path to be traversed and the data transformation effected by the path.

Rule Val constructs a set of verification conditions, one for each simple target path, whose aggregate consists of an inductive proof of the correctness of the translation between source and target. Roughly speaking, each verification condition states that, if the target program can execute a simple path, starting with some conditions correlating the source and target programs, then at the end of the execution of the simple path, the conditions correlating the source and target programs still hold. The conditions consist of the control mapping, the data mapping, and, possibly, some invariant assertion holding at the target code.

Somewhat related to our approach is the work on comparison checking where executions of unoptimized and optimized versions of code are compared on particular inputs [4,5,6]. Comparison checking depends on finding data and control mappings between a source and a target on particular inputs, and mismatches are reported to detect optimization errors. Comparison checking has mainly been used for structure preserving optimizations.

2.3 Translation Validation of Reordering Transformations

Structure modifying transformations are those that admit no natural mapping between the states of the source and target programs at each cutpoint. In particular, A reordering transformation is a structure modifying transformation that merely changes the order of execution of the code, without adding or deleting any executions of any statement [2]. It preserves a dependence if it preserves the relative execution order of the source and target of that dependence, and thus preserves the meaning of the program. Reordering transformations cover many of the loop transformations, including fusion, distribution, interchange, tiling, unrolling, and reordering of statements within a loop body.
Consider the generic loop in Fig. 1.

\[
\text{for } i_1 = L_1, H_1 \text{ do} \\
\vdots \\
\text{for } i_m = L_m, H_m \text{ do} \\
B(i_1, \ldots, i_m)
\]

Fig. 1. A General Loop

Schematically, we can describe such a loop as “for \( i \in \mathcal{I} \) by \( \prec_I \) do \( B(i) \)” where \( i = (i_1, \ldots, i_m) \) is the list of nested loop indices, and \( \mathcal{I} \) is the set of the values assumed by \( i \) through the different iterations of the loop. The set \( \mathcal{I} \) can be characterized by a set of linear inequalities. For example, for the loop of Fig. 1,

\[
\mathcal{I} = \{(i_1, \ldots, i_m) \mid L_1 \leq i_1 \leq H_1 \land \cdots \land L_m \leq i_m \leq H_m \}.
\]

The relation \( \prec_I \) is the ordering by which the various points of \( \mathcal{I} \) are traversed. For example, for the loop of Fig. 1, this ordering is the lexicographic order on \( \mathcal{I} \).

In general, a loop transformation has the form:

\[
\text{for } i \in \mathcal{I} \text{ by } \prec_I \text{ do } B(i) \implies \text{for } j \in \mathcal{J} \text{ by } \prec_J \text{ do } B(F(j)) \quad (1)
\]

In such a transformation, we may possibly change the domain of the loop indices from \( \mathcal{I} \) to \( \mathcal{J} \), the names of loop indices from \( i \) to \( j \), and possibly introduce an additional linear transformation in the loop’s body, changing it from the source \( B(i) \) to the target \( B(F(j)) \).

In [14] we propose the Rule **Permute** in Fig. 2. For details, soundness, and examples, see [14].

In order to apply rule **Permute** to a given case, it is necessary to identify \( F \) (and \( F^{-1} \)) and validate Premises R1–R3 of Rule **Permute**. Premises R1 and R2 establish that \( F \) is a bijection, and premise R3 establishes that no dependences are violated by the transformation. The identification of \( F \) can be provided to us by the compiler, once it determines which of the relevant loop optimizations it chooses to apply. In Intel’s ORC compiler, a .l (dot ell) file contains a description of the loop optimizations applied in the run of the optimizer. **T voc** gleans this information, verifies that indeed the optimized code follows the indicated optimization, and constructs the validation condi-
R1. \( \forall i \in I : \exists j \in J : i = F(j) \)

R2. \( \forall j_1 \neq j_2 \in J : F(j_1) \neq F(j_2) \)

R3. \( \forall i_1, i_2 \in I : i_1 \prec_I i_2 \land F^{-1}(i_2) \prec_J F^{-1}(i_1) \implies B(i_1); B(i_2) \sim B(F(i_2)); B(i_1) \)

for \( i \in I \) by \( \prec_I \) do \( B(i) \) \( \sim \) for \( j \in J \) by \( \prec_J \) do \( B(F(j)) \)

Fig. 2. Permutation Rule \textbf{Permute} for Reordering Transformations

These conditions are then passed to the theorem prover \textbf{CVC Lite} \cite{10} which checks them automatically.

Rule \textbf{Permute}, as presented here, only deals with transformations which reorder the execution of the entire loop’s body. Some optimizations, such as software pipelining and fusion/distribution, seem to fall outside the scope of this proof rule. The next section shows how Rule \textbf{Permute} can be used to handle such optimizations as well.

### 3 Generalization of Rule Permute

Rule \textbf{Permute}, as formulated in the last section, only covers transformations from a single loop to a single loop and requires that there be a bijection between the iterations in one loop and the iterations in the other.

Consider a more general loop structure, consisting of several “simple” loops, possibly each over a different index domain, where each iteration consists of several “sub-bodies”. Such a loop structure may be transformed into another loop structure. For example, in a typical loop fusion transformation, there are two simple loops (usually over the same index domain), that are transformed into a single simple loop, with each iteration consisting of two sub-bodies, one from each of the original iterations. Other transformations, such as peeling and software pipelining, can also be viewed as such loop structure transformations (we outline some examples below.)

Our thesis is that, after some pre-processing, we can view these types of transformations as instantiations of the reordering transformation studied in Subsection 2.3, and use Rule \textbf{Permute} to validate them.
3.1 From Loop Structures into Simple Loops

Formally, a loop structure consists of:

(i) a set $\mathcal{I}_1, \ldots, \mathcal{I}_n$ of index domains;

(ii) for every $k = 1, \ldots, n$, a total ordering $\prec_{\mathcal{I}_k}$ over $\mathcal{I}_k$’s elements;

(iii) for every $k = 1, \ldots, n$, a number $m_k$ and a sequence of $m_k$ bodies $\{B^k_\ell\}_{\ell=1}^{m_k}$.

The code for such a loop structure is shown in Fig. 3.

$$
\begin{align*}
&\text{for } i \in \mathcal{I}_1 \text{ by } \prec_{\mathcal{I}_1} \text{ do } B^1_1(i); \ldots; B^1_{m_1}(i) \\
&\text{for } i \in \mathcal{I}_2 \text{ by } \prec_{\mathcal{I}_2} \text{ do } B^2_1(i); \ldots; B^2_{m_2}(i) \\
&\vdots \\
&\text{for } i \in \mathcal{I}_k \text{ by } \prec_{\mathcal{I}_k} \text{ do } B^k_1(i); \ldots; B^k_{m_k}(i)
\end{align*}
$$

Fig. 3. An Execution of a Loop Structure

Obviously, any loop of the form of Fig. 1 in Subsection 2.3 corresponds to a single line in Fig. 3. Consider a typical loop fusion example, where the input is given by a loop structure with $k = 2$, $\mathcal{I}_1 = \mathcal{I}_2$, and $m_1 = m_2 = 1$. The fused loop is then a loop structure, with $\mathcal{J} = \mathcal{I}_1$, $m = 2$, $B_1(j) = B^1_1$, and $B_2(j) = B^1_1$.

We can also refer to a loop structure as a simple loop of the form

$$
\text{for } ii \in \mathcal{II} \text{ by } \prec_{\mathcal{II}} \text{ do } B(ii)
$$

by defining:

$$
\mathcal{II} = \bigcup_{\ell=1}^{k} \{\ell\} \times \mathcal{I}_\ell \times \{1, \ldots, m_\ell\}
$$

and letting $(\ell_1, i_1, t_1) \prec_{\mathcal{II}} (\ell_2, i_2, t_2)$ when

$$
(\ell_1 < \ell_2) \lor (\ell_1 = \ell_2 \land i_1 \prec_{\mathcal{I}_\ell} i_2) \lor ((\ell_1, i_1) = (\ell_2, i_2) \land (t_1 < t_2))
$$

Thus, loop structures (as described in Fig. 3) can be converted into simple loops, and Rule Permute can be applied on transformations applied to them.

3.2 Some Frequent Transformations between Loop Structures

We describe some of the most commonly used loop transformations from the point of view of loop structures, and show the iteration domain, ordering, and
bijection $F$ (and $F^{-1}$) for each. See [13] for a similar analysis of transformations from simple loops into simple loops.

**Loop Fusion**

The source and target for generic loop fusion is described in Fig. 4, parts (a) and (b) respectively. For the source domain, we take $\mathcal{II} = \{1, \ldots, k\} \times \{1, \ldots, N\} \times \{1\}$, with $\prec_{\mathcal{II}}$ defined by the usual lexicographical ordering. Similarly, for the target domain, we take $\mathcal{JJ} = \{1\} \times \{1, \ldots, N\} \times \{1, \ldots, k\}$ with $\prec_{\mathcal{JJ}}$ defined by the usual lexicographical ordering. The function $F: \mathcal{JJ} \rightarrow \mathcal{II}$ is defined by $F(1, i, \ell) = (\ell, i, 1)$, and $F^{-1}(\ell, i, 1) = (1, i, \ell)$. Note that in order to verify Premise R3 of Rule `Permute`, it suffices to show that for all $(1, i_1, \ell_1), (1, i_2, \ell_2) \in \mathcal{JJ}$, if $i_1 > i_2$ and $\ell_1 < \ell_2$, then

$$B_{\ell_1}(i_1) ; B_{\ell_2}(i_2) \sim B_{\ell_2}(i_2) ; B_{\ell_1}(i_1)$$

![Fig. 4. Loop Transformations](image)

**Loop Distribution**

Loop distribution is the inverse of loop fusion. Thus, we can take part (b) of Fig. 4 for “Before Distribution”, and part (a) of Fig. 4 for “After Distribution.”
The iteration domain and the ordering are just like the fusion case with the roles reversed, and so are $F$ and $F^{-1}$. The verification condition remains the same.

**Loop Unrolling**

Generic loop unrolling is described in Fig. 4 parts (c) and (d), where we assume $k$ divides $N$. Here, the source domain is $\mathcal{II} = \{1\} \times \{1, \ldots, N\} \times \{1\}$, the target domain is $\mathcal{J}\mathcal{J} = \{1\} \times \{1, k + 1, \ldots, N - k + 1\} \times \{1, \ldots, k\}$, and both $\prec_{\mathcal{II}}$ and $\prec_{\mathcal{J}\mathcal{J}}$ are the usual lexicographical ordering. We then define $F(1, j, t) = (1, j + t - 1, 1)$, and $F^{-1}(1, i, 1) = (1, \lfloor \frac{i}{k} \rfloor k + 1, i - \lfloor \frac{i}{k} \rfloor k)$. Note that Premise R3 of Rule **Permute** is then trivially true.

**Loop Peeling**

For generic loop peeling, consider the source and target in Fig. 4 parts (e) and (f) respectively. Here we take:

$$
\mathcal{II} = \bigcup_{\ell=1}^{k} \{\ell\} \times \{1, \ldots, N_\ell\} \times \{1\}
$$

$$
\mathcal{J}\mathcal{J} = \bigcup_{\ell=0}^{k+1} \{\ell\} \times \{L(\ell), \ldots, H(\ell)\} \times \{1\}
$$

$$
F^{-1}(\ell, i, 1) = \begin{cases} 
(0, i, 1) & \ell = 1 \land i \leq p \\
(k + 1, i, 1) & \ell = k \land i > q \\
(\ell, i, 1) & \text{otherwise}
\end{cases}
$$

where $L(1) = p + 1$; $L(k + 1) = q + 1$; and for all other $\ell$, $L(\ell) = 1$; and $H(0) = p$; $H(k) = q$; $H(k + 1) = N_k$; and for every other $\ell$, $H(\ell) = N_\ell$.

Both $\prec_{\mathcal{II}}$ and $\prec_{\mathcal{J}\mathcal{J}}$ are the usual lexicographical ordering, and, again, Premise R3 of Rule **Permute** is trivially true.

**Loop Alignment**

For generic loop alignment, consider the source and target in Fig. 4 parts (g) and (h) respectively. Here we take:

$$
\mathcal{II} = \bigcup_{\ell=1}^{k} \{\ell\} \times \{L_\ell, \ldots, H_\ell\} \times \{1\}
$$

$$
\mathcal{J}\mathcal{J} = \bigcup_{\ell=1}^{k} \{\ell\} \times \{f_\ell(L_\ell), \ldots, f_\ell(H_\ell)\} \times \{1\}
$$

$$
F(\ell, i, 1) = (\ell, f_\ell^{-1}(i), 1)
$$

$$
F^{-1}(\ell, i, 1) = (\ell, f_\ell(i), 1)
$$

Both $\prec_{\mathcal{II}}$ and $\prec_{\mathcal{J}\mathcal{J}}$ are the usual lexicographical ordering, and, again, Premise R3 of Rule **Permute** is trivially true.
where \( f_r(i) = i - L_r + 1 \), \( f_{r}^{-1}(i) = i + L_r - 1 \), and for every \( \ell \neq r \), \( f{\ell}(i) = f{\ell}^{-1}(i) = i \).

Both \( \prec_{\mathcal{II}} \) and \( \prec_{\mathcal{JJ}} \) are the usual lexicographical ordering, and, again, Premise R3 of Rule Permute is trivially true.

4 Combinations

As mentioned above, a real compiler may apply several optimizations to transform a source program \( S \) into a target program \( T \). In such cases, we first obtain (or guess) the sequence of individual transformations, and then synthesize a series of intermediate versions of the code, \( S = I_0, I_1, \ldots, I_n = T \) based on these transformations. We then must validate the transformation from \( I_j \) to \( I_{j+1} \) for every \( j = 0, \ldots, n - 1 \), and validate that \( I_n \) is indeed \( T \). In this section, we illustrate this approach by assuming the sequence of transformations is given by the compiler. In the next section, we discuss heuristics for what to do if the sequence of transformations is not given.

\[
\begin{align*}
\text{(a) Source } S & = I_0 & a[1] := x + 5; \\
\text{for } i=0 \text{ to } 99 \text{ do} & & \text{for } i=1 \text{ to } 99 \text{ do} \\
\text{for } i=0 \text{ to } 99 \text{ do} & & a[i+1] := a[i+1] + a[i+2] \\
& & a[100] := a[100] + a[101]
\end{align*}
\]

(b) Target \( T = I_3 \)

Fig. 5. Input and Output

Consider the source and target program in Fig. 5 (this is an actual transformation performed by the ORC compiler). The source contains two consecutive loops over \( I = [0..99] \) with the usual \( < \) ordering. Suppose now that the sequence of optimizations applied is alignment followed by peeling followed by fusion as shown in Fig. 6: \( I_1 \) aligns the second loop; \( I_2 \) peels the first iteration of the first loop and the last iteration of the second loop; and \( I_3 = T \) fuses the loops.

To show the correctness of each of the stages, we use Rule Permute, applied to the loop structures, as described in Section 3. For example, the last (and hardest) stage of fusion, amounts to showing that

\[
\begin{align*}
n_1 > n_2 & \implies a[n_1 + 1] := x + 5; & a[n_2] := a[n_2] + a[n_2 + 1] & \sim \\
& & a[n_2] := a[n_2] + a[n_2 + 1]; & a[n_1 + 1] := x + 5;
\end{align*}
\]

which can be easily established.
Typically, the compiler performs one or more loop optimizations in order to enable further global (structure preserving) optimizations. For example, the last stage $I_3$ in Fig. 6 can be further optimized by performing scalar replacement, loop-invariant code motion, and copy propagation to obtain the code shown in Fig. 7.

This can be handled by adding one additional verification stage using the Rule Val (for structure preserving optimizations) as discussed in Section 2. Thus, the overall approach consists of three steps. First, a candidate sequence of $n$ loop transformations is fixed. Second, intermediate representations $I_1$ through $I_n$ are synthesized and the correctness of each transformation is verified using Rule Permute. Finally, the equivalence of $I_n$ and the target $T$ is validated using Rule Val.

### 5 Heuristics

In this section, we describe techniques that we use to try to determine, in the absence of information provided by the compiler, the sequence of loop optimizations that might have been performed on the source code in order to produce target code.
Because we are still in the early stages of devising heuristics to infer the transformations that occurred, we make the following simplifying (but not unreasonable) assumptions:

- We know the mapping from each loop structure in the source to each loop structure in the target – that is, for each loop structure in the source code, we know which loop structure in the target resulted from it. This is generally fairly easy to determine from contextual information (e.g., procedure referred to, conditional branch, variables referenced, etc.).

- We have some knowledge about the order in which compilers perform some transformations to enable others, since most transformations follow commonly known sequences of transformations.

5.1 General Approach

Our general approach, combining heuristics with the synthesis of intermediate versions of the code, is to apply the algorithm below to each loop structure in the source and the corresponding loop structure in the target.

**Input:** Source loop structure $S$ and target loop structure $T$.

**Output:** “Valid” or “fail”.

**Algorithm**

- $I := S$
- While !(\(I \sim T\)) do
  - \(Opt := NextOpt(I, T)\); \(NextOpt\) takes as input an intermediate loop structure and a target loop structure, and returns a possible next optimization that can be performed to bring the intermediate code closer to the target code, or ⊥ if none exists; obviously, this is the part that contains the heuristics.
  - If \(Opt = \bot\), return with “failure”.
  - \(I' := Opt(I)\), creating a new intermediate form resulting from the guessed optimization.
    - Use Rule **Permute** or Rule **Val** to establish \(I' \sim I\). If validation fails, exit with “failure”.
- end while
- exit with “Valid”

One issue, of course, is termination of the above loop. Since we are generating intermediate versions of the code which may not actually have been generated by the compiler, it is conceivable that this process may be non-terminating (consider, for example, repeatedly applying loop fusion followed by loop distribution – which are essentially inverse functions). However, in
practice, this will not happen. We exploit our knowledge of the sequence of optimizations that compilers typically perform to limit the possible optimizations that we are guessing the compiler might have performed at each step. Thus, for example, if distribution has already been performed on a certain part of the loop structure, NextOpt could be prevented from subsequently choosing fusion as a guessed optimization on that same part of the loop structure. Finally, since compilers typically perform a short sequence of optimizations on any single loop, we place a bound on the number of intermediate versions that we are willing to create and the number of iterations of the loop.

Although we have considered using backtracking to try multiple sequences of guessed optimizations to reach the actual optimized version of a loop structure generated by the compiler, our first set of experiments will be performed without using backtracking. We expect that the forms of the unoptimized and actual optimized versions of the loop will provide a sufficiently good guide to our creation of intermediate versions that backtracking won’t be necessary.

5.2 Criteria for Selecting the Next Optimization

The criteria upon which our selection of the next optimization is based are the following:

(i) Has the number of loops changed?
(ii) Has the nesting depth of a loop changed?
(iii) Has the body size of a loop changed (i.e. have more statements been added to the body of a loop)?
(iv) Have the bounds of a loop iteration changed?
(v) Has the use of a loop index variable changed in the body of a use (e.g. has “i” been replaced by “i+1” in array subscripts)?
(vi) Has a non-unit step been introduced in a loop (e.g. “for i = 1 to N step k”)?

These criteria are useful because different loop optimizations exhibit different combinations of the criteria. Our first attempt at a heuristic orders the tests in the order specified above, but we expect to refine this ordering through experimentation.

The loop optimizations that our tool is expected to recognize, along with the changes they produce, are as follows.

• Peeling adds a new loop and changes the loop bounds of both the new loop and the original loop.
• Alignment causes a change in the loop bounds and a constant to be added
to each occurrence of the loop index variable in the body of the loop.

- Unrolling causes an increase in the size of a loop body and a non-unit step to appear in the iteration.
- Tiling results in an increase in the nesting depth of a loop, a non-unit step in the (new) outer loops, and a change in the loop bounds of the inner iterations.
- Interchange causes the order of the loop index variables in array subscripts to be changed, and possibly causes a change in the loop bounds.
- Fusion causes a decrease in the number of loops and an increase in the body size of a loop.
- Distribution causes an increase in the number of loops and a decrease in the body size of a loop.

In the next section, we provide more details, motivated by our example from Section 4.

5.3 The NextOpt Heuristic

One of the benefits of our generalized representation of a loop structure, described in Section 3, is that the representation of the source and target loops in this framework lends itself to providing clues to the transformations that occurred. Rather than give a complete definition of NextOpt for all possible transformations (which we are still working on), we motivate our work here by describing how NextOpt would behave on the example in Fig. 5.

The source code in Fig. 5 can be represented as the generalized loop structure

\[ \text{for } ii \in II \text{ by } \prec_{II} \text{ do } B(ii), \]

where

\[ II = (\{1\} \times \{0 \ldots 99\} \times \{1\}) \cup (\{2\} \times \{0 \ldots 99\} \times \{1\}). \]

The target code in Fig. 5 can be represented by

\[ \text{for } jj \in JJ \text{ by } \prec_{JJ} \text{ do } B(jj), \]

where

\[ JJ = (\{1\} \times \{0\} \times \{1\}) \cup (\{2\} \times \{1 \ldots 99\} \times \{2\}) \cup (\{3\} \times \{99\} \times \{1\}). \]

Note that we recognize a single occurrence of a loop body as a collapsed loop of one iteration – in particular, we recognize the first line of the target code as
an instance of the body of the first loop of the source with $i = 0$, and the last line of the target code as an instance of the body of the second loop of the source with $i = 99$. This representation, along with a cursory examination of the source and target loop bodies, makes the following easy to see:

(i) In $\mathcal{II}$, the last element of each triplet is 1, but in $\mathcal{JJ}$ there are triplets whose last element is 2. This indicates that the number of blocks has increased inside a simple loop within the target loop structure, something that occurs when either fusion or unrolling occurs.

(ii) Since the range of middle elements in neither $\mathcal{II}$ nor $\mathcal{JJ}$ contains a “step” (e.g. \{1, $k+1$, $2k+1$, ...\}), it is unlikely that unrolling has occurred. This can also be seen by noticing that the bodies of the simple loop in the target that has increased in size (i.e. in the number of blocks within the loop) are not copies of each other with different array indices. Thus, it is unlikely that unrolling produced this set of blocks.

(iii) The range of first elements of $\mathcal{II}$ is \{1, 2\}, while the range of first elements of $\mathcal{JJ}$ is \{1, 2, 3\}. This situation, indicating an increase in the number of simple loops in the target loop structure over the source loop structure, can only occur with peeling or distribution.

(iv) Since distribution would cause a reduction in the range of third elements of $\mathcal{JJ}$ as compared to $\mathcal{II}$ – and that has not happened in this case – it is unlikely that distribution has occurred.

(v) The range of the middle elements (i.e. the range of values of the loop index variables) in $\mathcal{JJ}$ is \{0..100\} while the range of the middle elements of $\mathcal{II}$ is \{0..99\}. An increase in the upper bound for the loop index variables, or a decrease in the lower bound, indicates that alignment may have occurred (it could also indicate skewing, but the relationship between $\mathcal{II}$ and $\mathcal{JJ}$ when skewing occurs is substantially different than what we see here).

Once these observations are made, we are left with a set of optimizations – namely fusion, peeling, and alignment – that are candidates for being considered as the first optimization performed on the way from the source to the target.

Because alignment and peeling are considered enabling transformations for fusion, and not vice-versa, it makes sense for $\text{NextOpt}$ to choose either alignment or peeling as the optimization to use in the construction of the next intermediate version of the code (this is an instance of where our knowledge of compilers is exploited in the heuristic). Although the Intel ORC compiler actually performed alignment followed by peeling on this example, a heuristic choice of peeling before alignment in the validation process will work.
By choosing peeling, we will construct the next intermediate version of the code, \( I' \), to be:

\[
\begin{align*}
&\text{a[1]} := x + 5 \\
&\text{for } i=1 \text{ to } 99 \text{ do} \\
&\quad \text{a[i+1]} := x + 5 \\
&\text{for } i=0 \text{ to } 98 \text{ do} \\
&\quad \text{a[i+1]} := \text{a[i+2]} + 11 \\
&\text{a[100]} := \text{a[101]} + 11
\end{align*}
\]

Thus, \( \mathcal{I}I' \), the iteration space for \( I' \), is defined by

\[
\mathcal{I}I' = \{ (1, 0, 1) \} \cup \{ (2, 1) \times \{ 1 \ldots 99 \} \times \{ 1 \} \} \cup \{ (3, 0) \times \{ 0 \ldots 98 \} \times \{ 1 \} \} \cup \{ (4, 99, 1) \}
\]

Now, comparing \( \mathcal{I}I' \) with \( \mathcal{J}J \), it becomes clear that alignment is required on the second loop in \( \mathcal{I}I' \).

5.4 Implementation Status

We are in the process of adding these heuristics to the \texttt{Tvoc} tool, and thus do not have experimental results yet to indicate how effective our heuristics are. Once the implementation has reached the point where it will work on a variety of loop transformations, we will use the implementation to evaluate our heuristics and to tune our strategy, particularly with respect to the order in which the criteria described above are applied.

6 Conclusion

This paper describes three improvements to our translation validation approach for optimizing compilers. First, we presented a generalized rule for accommodating a wider class of loop transformations. Next, we showed how combinations of optimizations can be handled by synthesizing intermediate versions of the code and validating each optimization individually. Finally, we described preliminary heuristics for guessing the sequence of optimizations, given only the source and target code.

We are currently integrating all of these improvements into our \texttt{Tvoc} tool. As we do so, we plan to improve our heuristics and continue using real examples to increase the power and scope of translation validation techniques.
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