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In this paper, an integrated data characteristic testing scheme is proposed for complex time series data exploration so as to select the most appropriate research methodology for complex time series modeling. Based on relationships across different data characteristics, data characteristics of time series data are divided into two main categories: nature characteristics and pattern characteristics in this paper. Accordingly, two relevant tasks, nature determination and pattern measurement, are involved in the proposed testing scheme. In nature determination, dynamics system generating the time series data is analyzed via nonstationarity, nonlinearity and complexity tests. In pattern measurement, the characteristics of cyclicity (and seasonality), mutability (or saltation) and randomicity (or noise pattern) are measured in terms of pattern importance. For illustration purpose, four main Chinese economic time series data are used as testing targets, and the data characteristics hidden in these time series data are thoroughly explored by using the proposed integrated testing scheme. Empirical results reveal that the natures of all sample data demonstrate complexity in the phase of nature determination, and in the meantime the main pattern of each time series is captured based on the pattern importance, indicating that the proposed scheme can be used as an effective data characteristic testing tool for complex time series data exploration from a comprehensive perspective.
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1. Introduction

The increasing use of time series data has initiated numerous studies within various fields, involving forecasting, similarity measurement, classification, programming and other tasks. Undoubtedly, these researching models are closely related to and even based on data characteristics of the observed time series data. For example, conventional statistical methods can fit stationary data well, but may lead to spurious regression in the case of data with nonstationarity characteristic. Similarly, nonlinear models, e.g., threshold time series models, are implemented under the assumption that the samples are driven by nonlinear dynamics. Due to the complexity of time series data, many artificial intelligence (AI) tools and hybrid approaches are proposed instead of traditional techniques. When time series data demonstrates strong seasonality, various seasonal methods, such as seasonal adjustment, seasonal decomposition and seasonal variables introduction, can improve the performance of data analysis effectively. Therefore, data characteristic exploration is a necessary step in the time series data analysis.

There are abundant studies on data characteristic exploration for time series data. Usually, data characteristics of time series are mainly referred to stationarity (and nonstationarity), linearity (and nonlinearity), chaoticity, complexity, fractality, memorability, regularity (and irregularity), cyclicity, seasonality, saltation (or sudden change), randomicity (or noise pattern), and others. Accordingly, various algorithms are proposed to explore and test each data characteristic. For example, in stationarity (and nonstationarity) testing, since the seminal work on stationarity testing proposed by Dickey and Fuller and by Nelson and Plosser who argued that traditional techniques would lose power in the case of nonstationary data was presented, stationarity testing has received much attention from both theoretical
and empirical perspectives. As for linearity and nonlinearity, numerous nonlinear tests have been proposed since the first nonlinear statistical test was proposed by Hurst\textsuperscript{10} in 1951. As excellent examples of nonlinear dynamics, other complex systems theories, such as chaotic system theory,\textsuperscript{20} complex system theory,\textsuperscript{21} and fractal system theory,\textsuperscript{13} have been developed in recent decades. Accordingly, various statistics, e.g., fractal dimensions,\textsuperscript{22} entropies,\textsuperscript{12} Lyapunov exponent,\textsuperscript{23} are computed to evaluate characteristics of chaotic property, complexity, fractality, memorability, regularity (and irregularity) and randomicity in time series data. Similarly, a variety of seasonal paradigms, such as HEGY-type methods,\textsuperscript{24} are widely used to test seasonality characteristic. For the characteristic of sudden change (or saltation), Chow test,\textsuperscript{25} CUSUM-type test,\textsuperscript{26} and other similar tests attempt to find abrupt breaks with structural changes hidden in time series data in terms of level or tendency. In the case of randomicity, noise level is often evaluated by various forms, such as signal-to-noise ratio (SNR).\textsuperscript{18}

However, most of these above studies focused only on one or several data characteristics. In the existing literature, there is no integrated solution to all data characteristics exploration. Furthermore, it has been proved that there are a number of coexisting data characteristics\textsuperscript{27} in time series data. In such a situation, even though some testing approaches for single data characteristic can work out whether the time series possesses such characteristics, it is not clear which characteristic is the dominant characteristic in the time series. This often leads to the fact that the users are difficult to select a suitable analysis and forecasting tool for further processing. For this reason, an integrated data characteristic testing scheme is required to solve the issue.

The main contribution of this paper is to formulate an integrated data characteristic testing scheme to explore the data characteristics hidden in time series data, especially in complex time series data. The remaining part of this paper is organized as follows: Sec. 2 describes the proposed integrated data characteristic testing scheme in detail. For illustration, an empirical analysis using four Chinese economic time series data as testing target is performed via the proposed testing scheme in Sec. 3. Section 4 concludes this paper and discusses the future research directions.

2. Methodology Formulation

In this section, the overall formulation process of the integrated data characteristic testing scheme for complex time series data exploration is presented. In the process, data characteristics are first discussed in Sec. 2.1. Then, an integrated data characteristic testing scheme is formulated in terms of the identified data characteristics. Accordingly, its testing methods and main steps are given in Sec. 2.2.

2.1. Data characteristics

Generally speaking, data characteristics are mainly referred to a kind of special properties of data itself. Typical data characteristics of time series include stationarity (and nonstationarity), linearity (and nonlinearity), chaoticity, complexity,
fractality, memorability, regularity (and irregularity), cyclicity, seasonality, salta-
(ion or sudden change), randomicity and others.

As the most basic characteristic of time series data, stationarity (or non-
stationarity) is closely related to data generation process (DGP) without (or with) unit roots. In particular, stationarity or nonstationarity can be defined as the fol-
lowing form: if there is no unit root in DGP, the time series is termed as stationary and it can converge with time; otherwise, the time series is nonstationary, and at least one unit root exists in the data generation process where the main statistical natures are inclined to change as time goes.6,19

The dynamics of data generation process can be further divided into two main categories: linear system and nonlinear system. If time series is driven by such sys-
tems which are difficult to govern the dynamics using simple linear equations, it is assumed that there are nonlinear characteristics in the time series. In particular, if nonlinear tools can be statistically proved to be more effective than linear ones in modeling,28 or if the residuals from a linear fit did not follow an independent identical distribution as assumed,29 the time series data are commonly considered to be nonlinear.

As excellent examples of nonlinear dynamics, other complex systems theories, such as chaotic system, complex system and fractal system, have been developed in recent decades. Chaotic characteristic, i.e., Lorenz attractor, was first found by Lorenz20 in 1963, which was well known as “Butterfly Effect”. Similarly, Li and Yorke11 defined such characteristic as the behavior that seems superficially irregular but obeys certain hidden rules, just sensitive to the initial states. Actually, a chaotic process is an intermediate between regular state and irregular state.

The term complexity or complex system provides another description for chaotic theory.21 It is commonly accepted that a higher level of complexity indicates a more complicated time series with more irregular and less regular components.

Fractal theory as a geometry term was proposed by Mandelbrot13 and it is used to describe the similarity between components and the whole, i.e., self-similarity. The fractal characteristic exploration for time series started with the work of Packard et al.30 and they proposed phase-space reconstruction theory in their study. Based on fractal theory, various fractal dimensions, such as correlation dimension and infor-
mation dimension, have been formulated to describe the dimensional complexity of time series data.31

Focusing on memorability, Hurst10 gave the first nonlinear statistic-Hurst expo-
nent. Accordingly, a long-memory process exploration was already involved as scale-unchanged characteristic via rescaled rand (R/S) analysis.10 Particularly, characteristic of memorability reveals the power of the hidden rules governing the time series with long memory. That is, if there is a strong characteristic of memor-
ability, the time series data is likely to obey the driven laws and demonstrate regularity.14

From above analysis, it can be easily concluded that the characteristics of sta-
tionarity (and nonstationarity), linearity (and nonlinearity), chaoticity, complexity,
fractality, memorability and regularity (and irregularity) are strongly dependent on the dynamical system generating time series data. These characteristics mainly show the intrinsic natures of time series data. Concretely speaking, stationarity and nonstationarity characteristics reveal the nature of data generation process of time series, which is described by unit roots and time-varying process. Linearity and nonlinearity reflect the relationship among various factors (or patterns) within the dynamics systems of time series data. In addition, chaoticity, complexity, fractality, memorability, regularity and irregularity are referred to the complex state of the dynamics systems driving time series in terms of the governing power of hidden rules. These characteristics can be considered as nature characteristics, which are closely related to the essential property of the dynamics systems generating time series data.

It is worthy of noticing that though different complex systems theories, e.g., chaotic system theory, complex system theory and fractal system theory, were developed to discover respective characteristics of time series, they have in common to be able to analyze the complex state of time series dynamics effectively, where regular (also termed determinate) and irregular (also termed random or stochastic) patterns take places simultaneously. For example, a chaotic characteristic often displays an intermediate of time series between regular and irregular relationship. Complexity can be considered as even more vivid description of chaotic characteristic. Similarly, self-similarity in fractal systems implies hidden regular parts existing within time series dynamics, and fractal dimensions are referred to its complexity state. Memorability characteristic reveals the power of the hidden rules governing the time series in terms of long memory. Furthermore, existing testing approaches for these above characteristics are quite similar and even mixed with each other, which are further discussed in Sec. 2.2.1. Therefore, the characteristics of chaotic property, complexity, fractality, memorability, regularity, irregularity and other similar ones can fall into one category to explore the complexity state of dynamics driving time series, which is termed complexity characteristic in this study.

Traditionally, time series data comprises of a series of coexisting components, i.e., trend, cyclical, seasonal, mutable (sudden change) and noise patterns:

\[ y_t = f(t_t, c_t, s_t, m_t, n_t), \]  

(2.1)

where \( t_t, c_t, s_t, m_t \) and \( n_t \) denote the trend, cyclical, seasonal, mutable and noise patterns hidden in time series data \( y_t \) at time \( t \). Accordingly, the characteristics of cyclicity, seasonality, mutability (or saltation) and randomicity display the respective impacts of their related patterns on the observed time series, in terms of pattern importance.

Cyclical patterns, which return to the beginning and repeat itself in the same sequence with peaks and troughs, are important components hidden in time series data. It can show the main governing rules, e.g., the business cycles in economic time series.\(^{16}\) It is worth noticing that seasonal pattern can be seen as a special case of cycle pattern within one year, which is mainly caused by environmental factors (e.g., temperature, weather and climate) and socioeconomic ones (e.g., calendar and
festival), which attracts even more attentions in extant literatures. Accordingly, characteristics of cyclicity and seasonality measure the influence of cyclical and seasonal patterns on original time series data, respectively.

Mutable patterns are generally related to structural changes in time series data, including level (or intercept) and slope of tendency. Accordingly, whether a structural break exists and how it impacts time series can be expressed by saltation (or mutability) characteristic. Besides, time series data is always corrupted by noise to some different degrees. Thus randomicity characteristic is used to measure how much noise has polluted the time series. These issues are extremely crucial in the field of data analysis and signal processing, especially in data quality estimating and noise reduction techniques.

Based on above discussions, it is not difficult to conclude the main relationships across data characteristics of time series data, as shown in Fig. 1. Generally, data characteristics of time series can be divided into two main categories, i.e., nature and pattern characteristics. The nature characteristics are closely related to the intrinsic feature of dynamics systems driving time series data. They include stationarity and nonstationarity, which reveal the data generation processes whether to remain or vary as time goes; linearity and nonlinearity, which display relationship between various factors or components within dynamics linear or nonlinear; and complexity, which reflects the complex states of dynamics systems in terms of the governing power of inner laws. On the other hand, time series data usually involves diverse hidden patterns at the same time series. They are cyclical, seasonal, mutable and noise components. Accordingly the impacts of these hidden patterns on the original time series can be estimated by characteristics of cyclicity, seasonality, mutability (or saltation) and randomicity, respectively.

Fig. 1. Data characteristics of time series data.
It is worth noticing that though nature and pattern characteristics are different from each other and explore time series data from different angles of view, they are closely related to and even dependent on each other. On the one hand, nature characteristics take the time series data as a whole to determine inner structural rules in its dynamics system, while pattern characteristics are referred to hidden components and analyze time series data from a specific perspective. On the other hand, since the dynamics system comprises of the hidden patterns, nature characteristics are actually dependent on the features of all patterns together with their relationships. Similarly, patterns constitute time series data in such a way determined by nature characteristics.

### 2.2. An integrated data characteristic testing scheme

Based on relationships across data characteristics, an integrated data characteristic testing scheme is proposed for complex time series data exploration in this study. Figure 2 illustrated the main framework of the proposed integrated testing scheme. Accordingly, two main steps are involved, i.e., nature determination and pattern measurement. In the first step, unit root test, nonlinear test and complexity test are respectively performed to determine nature characteristics of the time series data. In the second step, characteristics of cyclicity (and seasonality), mutability and
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randomicity are tested not only to make sure whether all patterns, i.e., cyclical (and seasonal), mutable and noise patterns, exist in time series dynamics, but also to measure the relative importance of different patterns and determine the main pattern characteristic hidden in the observed time series data.

Basically, the generic reasons for formulating the proposed integrated testing scheme reflect the following three-fold. First of all, since nature characteristics reveal the intrinsic features of the data generating dynamics and pattern characteristics show the hidden components, the proposed scheme will first explore data properties from the general point of view in terms of nature characteristics and then further analyze hidden patterns from a specific perspective. Second, amongst the nature characteristics, stationarity (or nonstationarity) may be the most essential characteristic which should not be ignored in time series studies, thus unit root test should be performed first in the proposed scheme, and then nonlinearity and complexity are considered. Finally, in pattern measurement, seeing that time series data always possess coexisting patterns simultaneously, diverse pattern characteristics, i.e., cyclicity, mutability and randomicity, will be estimated in a parallel way, which is different from the nature characteristic determination in a sequential manner.

For further illustration, the following two subsections discuss existing testing technologies for each data characteristic, which can be employed in the proposed testing scheme. Furthermore, the main procedure of the proposed integrated data characteristic testing scheme is described in Sec. 2.2.3.

2.2.1. Nature determination

As previously mentioned, nature characteristics include stationarity (and nonstationarity), linearity (and nonlinearity) and complexity. Accordingly, unit root test, nonlinear test and complexity test are respectively implemented to explore the corresponding data characteristics and various existing relevant tests for each characteristic will be described in this subsection.

(1) Unit root test

As one of the most essential characteristics, testing for stationarity and nonstationarity has attracted much attention from both theoretical and empirical perspectives since the seminal work of Dickey–Fuller (DF) test proposed by Dickey and Fuller\(^1\) was published. In these studies, Nelson and Plosser\(^6\) pointed out that traditional techniques would fail in the case of nonstationary data and thus the data should be tested before modeling and see whether the nonlinearity exists. Generally speaking, data generation process and testing method are two main factors in formulating the unit root testing. Accordingly, with different data generation process functions and the related testing models, various stationary test methods can be formulated, amongst which DF test,\(^1\) Augmented DF (ADF) test,\(^3\) Phillips–Perron (PP) test,\(^35\) KPSS test,\(^36\) DF-GLS test\(^37\) and NP test\(^38\) may be the most conventional and popular methods.
DF test\textsuperscript{19} can be seen as the original form of unit root test and other tests are usually extended from DF test. In DF test, the data generation process of time series $y_t(t = 1, \ldots, N)$ is described by simple first-order autoregressive model, i.e., AR(1) process, as shown in the following form.

$$y_t = u + \rho y_{t-1} + \varepsilon_t,$$

\hspace{1cm}(2.2)

where $y_0 = 0$, $u$ is a constant and $\{\varepsilon_t\}$ is a sequence of independent normal random variables with mean zero and variance $\sigma^2$ (i.e., $\varepsilon_t \sim i.i.d(0, \sigma^2)$). It is assumed that the time series $y_t$ can converge to a stationary time series if $|\rho| < 1$, which is termed as stationary; when $|\rho| = 1$, the time series is defined nonstationary with an unit root and its variance is $t\sigma^2$ at time $t$; and if $|\rho| > 1$, the time series demonstrates strongly nonstationary with an exponentially growing variance as $t$ increases. Based on this data generation process, estimator $\hat{\rho}$ for $\rho$ are estimated via ordinary least squares (OLS) regression and the corresponding $t$-statistic or $F$-statistic are computed to test the null hypothesis $\rho = 1$ with the alternative hypothesis $\rho < 1$ via one-tailed tests.\textsuperscript{19}

By improving data generation process, some researchers could extend DF test to formulate many novel stationary tests. For example, Dickey and Fuller\textsuperscript{34} extended data generation model to $p$th-order autoregressive process, i.e., AR($p$) and accordingly $t$-value will be modified. This approach is called as augmented DF (ADF) test. Similarly, other autoregressive models have been also introduced, such as ARIMA(0, 1, $q$) and ARIMA($p$, 1, $q$),\textsuperscript{39} to formulate some new testing statistics to measure the stationarity of time series data. In addition, an important stationary test approach, KPSS test, assuming that time series data follow level stationary or trend stationary process, is given to reverse the null hypothesis and the opposing hypothesis.\textsuperscript{36}

Recently, increasing nonstationary tests hold the data generation process in the contest of structural changes, seasonal patterns, nonlinear dynamics and stochastic processes. In a pioneering work by Perron,\textsuperscript{40} structural changes, i.e., breaks in intercept and/or slope, are considered in data generation process of unit root tests.\textsuperscript{41} A similar concern arose in the seasonal unit root from the work by Hylleberg \textit{et al.},\textsuperscript{24} and accordingly seasonal dummies are added into the data generation process functions for stationarity testing.\textsuperscript{42} According to nonlinear system theory, diverse nonlinear models, such as smooth transition autoregressive (STAR), self-exciting threshold autoregressive (SETAR) and threshold autoregressive (TAR) models,\textsuperscript{7} are also applied to describe data generation process in stationary tests.\textsuperscript{43} Furthermore, unlike autoregressive models with fixed coefficients, stochastic unit root processes are also tested.\textsuperscript{44}

Meantime, testing method is another important factor in stationary tests formulation and abundant researches attempted to propose some novel tests by utilizing different testing methods or modifying the original tests. Generally speaking, the testing method in stationary tests can be further partitioned into two sub-factors, i.e., estimation criteria and testing statistics. Focusing on the criterion used to estimate the parameters on deterministic variables, i.e., the method of de-trending, the DF and ADF tests use ordinary least squares (OLS), generalized least square
(GLS),\(^{37}\) first-difference (FD) de-trending,\(^{45}\) maximum likelihood,\(^{46}\) the weighted symmetric estimator\(^ {47}\) and other similar estimating approaches. As far as testing statistics, \(t\)-value, \(F\)-value, Lagrange multiplier (LM) statistic, likelihood ratio statistic, Wald statistic and others are usually utilized in stationary tests.\(^{48}\) Furthermore, Phillips and Perron proposed PP test which implements DF test nonparametrically under a more general assumption of accepting dependency of an error term on time and heteroscedasticity of variance by modifying the \(t\)-statistic.\(^{35}\)

(2) Nonlinear test
Nonlinear testing studies started with the work by Hurst\(^ {10}\) who proposed the first nonlinear statistic. Some nonlinear tests were developed in frequency domain such as bispectral density analysis.\(^ {49}\) As mentioned above, when nonlinear system theory was incorporated into unit roots tests, nonlinear unit roots were considered.\(^ {43}\) Besides the two types, there are three other major types of nonlinear testing techniques in much literature, i.e., surrogate data method, residuals of linear fit method and parametric method. These methods have different testing principles, which will be elaborated below.

(a) Surrogate data based method
An important way of testing nonlinearity characteristic is to employ surrogate data. Motivated by statistical hypothesis testing, this kind of techniques presents an indirect way to detect nonlinearity. The null hypothesis of the tests is that the observed time series data is generated by a linear dynamics. In surrogate data-based method, the first step is to generate surrogate data both with linear characteristic as the null hypothesis assumes and with the main properties of the original data. Second, by comparing the original and surrogate data in terms of some given discriminative statistics, it is possible to decide whether a linear process is sufficient for describing the observed time series. Therefore, such kind of nonlinear tests involve two main steps, i.e., surrogate data generation and data comparison in terms of testing statistics.

As far as surrogate data generation, there existed many approaches, each of which aims to generate surrogate data not only retaining dynamic properties of the original data but also subject to the null hypothesis of linearity. The most popular methods are related to the use of the Fourier transform (FT), which was applied in the first surrogate data-based nonlinear test proposed by Theiler \textit{et al.}\(^ {50}\) In Theiler’s model, the linear properties are specified by the squared amplitudes of the (discrete) FT \(S_k(k = 0, \ldots, N - 1)\) from the original data \(y_t(t = 0, \ldots, N - 1)\), i.e., the periodogram estimator of the power spectrum:

\[
|S_k|^2 = \frac{1}{\sqrt{N}} \left| \sum_{t=0}^{N-1} y_t e^{j2\pi k t/N} \right|^2 (k = 0, \ldots, N - 1). \tag{2.3}
\]

Surrogate time series data \(\tilde{y}_t(t = 0, \ldots, N - 1)\) are created by multiplying the FT of the data by random phases \(\phi_k \in [-\pi, \pi]\), i.e., \(e^{j\phi_k}|S_k|\), and then transforming back to
the time domain data:

\[
\bar{y}_t = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} (e^{j\phi_k}) \sum_{k=0}^{N} S_k e^{-j2\pi kt/N} \quad (t = 0, \ldots, N - 1).
\] (2.4)

Besides, other algorithms, such as simply order randomizing,\textsuperscript{51} fast FT (FFT),\textsuperscript{52} amplitude adjustment FT (AAFT),\textsuperscript{53} wavelet transform,\textsuperscript{54} statistically transformed autoregressive process (STAP)\textsuperscript{55} and hidden Markov models (HMM),\textsuperscript{54} can be also introduced into nonlinear tests to generate surrogate data.

According to the null hypothesis of the surrogate data-based method, if the observed data does not have nonlinear characteristic but linear, its estimated properties are almost the same as its surrogates. In particular, the properties can be quantified in terms of various discriminative statistics. Generally speaking, the statistic needs not be designed specifically for detecting nonlinearity; and any numerical measure which can be drawn from time series data could be selected as the discriminative statistic. For example, some traditional statistics can be employed, such as autocorrelations\textsuperscript{55} and distributions via Kolmogorov–Smirnoff (KS) test,\textsuperscript{54} while other indexes estimating complexity of time series have also been introduced as discriminative statistics, e.g., Lyapunov exponents, fractal dimensions and entropies.\textsuperscript{56}

(b) Residuals of linear fit-based method

Another important type of nonlinear tests is by using residuals of linear fit. The null hypothesis in this kind of tests is that the observed data is linear and its residuals of linear regression are independent. Based on such principle, residuals of linear fit are analyzed to test nonlinear characteristic of the original data. Some excellent studies of residuals-based tests can refer to Keenan\textsuperscript{57} and Tsay\textsuperscript{58} who argued if the observed data are generated by nonlinear dynamics, the residuals \(\hat{\epsilon}_t = y_t - \hat{y}_t\) of a linear fit, e.g., AR(\(p\)) regression \(\hat{y}_t = u + \sum_{i=1}^{p} a_i y_{t-i}\), are related to a proxy variable of the nonlinear behavior in the time series, e.g., \(x_t = \hat{y}_t^2 - \hat{y}_t\), and the test is implemented based on the regression of the residuals \(\hat{\epsilon}_t\) on the proxy variables \(x_t\) by using \(F\)-statistic; Brock \textit{et al.}\textsuperscript{59} who proposed BDS test to explore the independence of residuals based on phase-space reconstruction; Pena and Rodriguez,\textsuperscript{29} where the residuals of linear fit are modeled and the appropriate order of the autoregressive process is determined via certain model selection criteria, such as Bayesian information criterion (BIC) and Akaike’s information criterion (AIC) criteria, and if it is obtained zero, the residuals are assumed independent and the original data is of linearity; and McLeod and Li\textsuperscript{60} and Peña and Rodriguez\textsuperscript{61} who attempted to formulate testing statistics using residuals, and test the proposed statistics whether follow given distributions which they should be under the hypothesis of linearity of the observed time series data.

(c) Parametric method

Parametric method as the third nonlinear testing approach is implemented under the assumption that nonlinear models can perform much more effectively than linear
ones in dynamic systems when the observed time series data is of nonlinear characteristic. In parametrical nonlinear tests, various linear models (such as AR\(p\) model) and nonlinear models (such as exponential autoregressive (ExpAR), smooth transition autoregressive (STAR), logistic STAR, exponential STAR (ESTAR) and threshold type models) are employed to model the observed time series, respectively. Then the goodness of fit is statistically compared across the linear and nonlinear models in terms of information criteria, such as residual variance and AIC, in order to verify if nonlinear models can effectively improve modeling performance by tailed test.\(^{28,62}\)

(3) Complexity test
Complexity characteristic of time series data reflects the complex state between regular and irregular relationships, and a lower level of complexity indicates a stronger governing power of the inner rules over the observed time series data. Complexity tests for time series data are usually based on phase-space reconstruction theory by Packard et al.\(^{30}\) An \(m\) embedding dimensional phase-space is constructed from the original time series \(\{y_t\}(t = 1, \ldots, N)\) with a time delay or lag \(\tau\):

\[
X_n = \{y_n, y_{n+\tau}, \ldots, y_{n+(m-1)\tau}\} \quad (n = 1, 2, \ldots, N - (m-1)\tau).
\]

Given a threshold distance \(r\), the correlation integral \(C(m, r)\) can be defined as:

\[
C(m, r) = \frac{2}{[N - (m-1)\tau][N - (m-1)\tau - 1]} \sum_{i<j} H(r - ||X_i - X_j||),
\]

where \(H(z)\) is Heaviside function, and \(H(z) = 0\) if \(z \leq 0\), while \(H(z) = 1\) if \(z > 0\). \(||X_i - X_j||\) is the distance between the two vectors.

As discussed above, complexity characteristic is based on characteristics of chaotic property, fractality, memorability, regularity (and irregularity) and other similar properties in different complex systems theories. Actually, existing testing approaches for these above characteristics are quite similar and usually mixed with each other, with one same aim at estimating the governing power of inner regular laws over the observed time series data. Related approaches refer to the use of fractal dimensions, entropies, Lyapunov exponent and recurrence plots.

Fractal dimensions are the main statistics in fractal system theory, which is widely used to describe the dimensional complexity of time series data.\(^{31}\) For example, correlation dimension,\(^{22}\) the most popular fractal dimension, can be defined as:

\[
D_m = \lim_{r \to 0} \left[ \frac{\ln(C(m, r))}{\ln(r)} \right].
\]

In practice, correlation dimension can be gained by regressing the curve of \(\ln(r) - \ln(C(m, r))\) via an ordinary least square estimation. Besides, a simple way to obtain the fractal dimension \(D\) is based on Hurst exponent \(H\), i.e., \(D = 2 - H.\(^{63}\)
Even though Hurst exponent is the first nonlinear statistic, it can be still considered as an effective tool for fractal analysis and its $R/S$ analysis can effectively estimate the governing power of regularity with long memory. Thus, both Hurst exponent and $R/S$ analysis have been proved to be useful for identifying complexity, fractal structure and chaotic property of time series data.

Likewise, diverse entropies have been constructed to evaluate the complexity state of time series data. Entropy is actually a thermodynamic quantity describing disorder in dynamics system. A large value of entropy commonly refers to a high level of complexity of time series data. Entropy estimators can be generally classified into two categories, i.e., spectral entropies and embedding entropies. Usually the spectral entropies focus on amplitude components of power spectrum of time series data as the probabilities via Fourier transformation (FT), power spectral density and other similar measurements, while embedding entropies are estimated based on phase-space reconstruction theory. Embedding entropies are determined by finding points on the trajectory that are closer together in phase-space but occurring at different time points, including approximate entropy, sample entropy, fuzzy entropy and Kolmogorov–Sinai (KS) entropy. Typically, the KS entropy can be defined as $K = \lim_{r \to 0} \lim_{m \to \infty} \frac{1}{S} \sum_{j=1}^{r} \frac{C(m,r)}{C(m+1,r)}$.

Lyapunov exponent $\lambda_i$ which quantifies the rate of attractor expansion or contraction (i.e., the growth rate of subspaces in phase-space), is another important statistic in complexity determination. Specifically, $\lambda_1$ presents the average rate at which linear distances grow between two points on the attractor, and such two points with an initial distance $\delta$ may have their separation $\delta e^{\lambda_1 t}$ at time $t$. The summation $(\lambda_1 + \lambda_2)$ relates the growth rate in two dimensional space, and similarly the average growth rate in $d$ dimensional areas is calculated by the sum of the first $d$ exponents $\Lambda_d = \sum_{i=1}^{d} \lambda_i$. In terms of this rate, the existence of positive exponents reveals uncertainty due to the exponential divergence of points or sensitive dependence on initial conditions, while the negative ones are associated with attractor controlling and subspaces contract. Thus, if the cumulative exponent $\Lambda < 0$, the attractor is globally stable; $\Lambda > 0$ is related to be globally unbound; and $\Lambda = 0$ indicates a balance between expansive and contractive dynamics.

Besides various statistics, some other useful tools can be also utilized to analyze the complexity of time series data, such as diagrams of recurrence plots, power spectral density, and others, which efficiently visualize complexity of time series data. For example, recurrence plots diagram are drawn by the matrix $R_{i,j}(r) = H(r - ||X_i - X_j||)$.

2.2.2. Pattern measurement

In the previous subsection, all characteristics are related to nature of dynamics system generating time series data, while pattern characteristics, i.e., cyclicity, seasonality, mutability and randomicity display impact of their related patterns (i.e., cyclical, seasonal, mutable, and noise patterns) on original time series data. Thus,
the measurement of pattern characteristics should not only test presence of these patterns but also extract the main ones through evaluating pattern importance. Accordingly, both testing and modeling approaches for these pattern characteristics are analyzed.

(1) Cyclicity measurement
Cyclicity is the most important hidden pattern hidden in time series data. Amongst various cyclical patterns, seasonal pattern can be considered as a special case with one-year time scale caused mainly by environmental and socioeconomic factors.

To discover the main time scale of cyclical pattern in time series data, some useful exploration tools are used. For example, power spectral analysis aims to extract dominant cyclicity from the observed data through time-frequency transition, such as Fourier transfer. Similarly, autocorrelation analysis can also help to determine existence of a hidden cyclical pattern, by showing how one point relates to the others in the interval of a given time scale. Besides, some complex system techniques, such as recurrence plots and R/S analysis, have also been utilized to discover cyclicity and seasonality in time series data.

Testing for cyclicity or seasonality prefers to introduce the relative pattern variables into original models and then test their significance, including determinate pattern tests and pattern unit root tests. In determinate pattern tests, the null hypothesis is generally designed that the main frequency of time series data \( w^2 = 0 \) with the alternative \( w^2 \neq 0 \). Accordingly some typical studies may be referred to Canova–Hansen (CH) test, Caner test and Tam–Reinsel test. In the pattern unit root tests, they assumes cyclical or seasonal patterns are varied with time. Thus it is necessary to extend cyclicity or seasonality tests into nonstationary tests. Similarly some typical techniques include Dickey–Hasza–Fuller test and others. Taking quarterly time series data for example, the seasonal process is formed as the sum of a purely deterministic component \( u_t \) and a stochastic process \( z_t \) in HEGY type tests:

\[
y_t = u_t + z_t, \quad \alpha(L)z_t = v_t, \tag{2.8}
\]

where \( \alpha(L) \equiv 1 - \sum_{i=1}^4 \alpha_i L^i \) is an AR(4) in the conventional lag operator \( L \). The disturbance of \( \{v_t\} \) has a zero mean, and the long-run variance is bounded at both zero frequency, \( w_0 \equiv 0 \), and at the seasonal spectral frequencies, \( w_k \equiv 2\pi k/4 (k = 1, 2) \). The seasonal unit roots are in \( \alpha(L) \); and the null hypothesis is \( \alpha(L) = 1 - L^4 \equiv \Delta_4 \).

To model cyclicity or seasonality, the standard approaches include two main types, i.e., regression with pattern dummies and extraction by decomposition. The first-type models checked the observed time series with variables of possible cyclicity or seasonality via deterministic function. For example, since peaks and troughs are usually involved, trigonometric forms, such as sine curve, can be employed to describe cyclical and seasonal patterns. Besides, Auto-Regressive Integrated
Moving Average (ARIMA) model can be extended to Seasonal ARIMA (SARIMA) with seasonal variables:

\[
\phi_p(B)\Phi_P(B^s)(1 - B)^d(1 - B^s)^D y_t = \theta_q(B)\Theta_Q(B^s) e_t, \tag{2.9}
\]

where \(p, d, q, P, D, Q\) are integers, and \(s\) is the season length. \(\phi_p(B)\) is the autoregressive operator of order \(p\), \(\theta_q(B)\) is a moving average operator of order \(q\), and \(\Phi_P(B^s)\) and \(\Theta_Q(B^s)\) are polynomials in \(B^s\) of order \(P\) and \(Q\). \(B\) denotes the backward shift operator, i.e., \(Bx_t = x_{t-1}\), \(B^2x_t = x_{t-2}\) and so on, \(d\) is the number of regular difference, and \(D\) is the order of seasonal differences.

The other type of modeling attempts to find cyclical or seasonal patterns from time series by decomposing original data into a set of major modes including the relative patterns, and the popular decomposition tools mainly include smoothing-based techniques (e.g., exponential smoothing), moving average, filters and others. Take seasonality for example, the most commonly used method is the X12 type methods proposed by Census Bureau. Based on series of moving average, X12 type methods can decompose the time series data \(y_t\) into three main components, namely trend-cycle component \(t\), seasonal factor \(s\), and irregular component \(i\). Multiple forms can be used to combine these components into the original data. Typically, the most widely used forms are the additive and multiplicative forms, i.e., \(y_t = t + s + i\) and \(y_t = t \times s \times i\), respectively.

Besides, the Census-X12-ARIMA program, the latest X12 type model, provides some tests for the significance of seasonality and the stability across years of seasonal factors.

(2) Mutability measurement

Mutability is related to whether and to what extent any mutable break (or structural change) exists in time series data. According to existing studies, there are two main types for structural changes testing.

The first type is based on model estimation with the null hypothesis that if structural change is not present, then the parameters estimating for global time series data are close to the values for at least one subset of the sample. With such assumption, a most popular example may be Chow test where a known single break point is tested by using \(F\)-test:

\[
F = \frac{\frac{\text{SSE} - \text{SSE}_1 - \text{SSE}_2}{m+1}}{\frac{\text{SSE}_1 + \text{SSE}_2}{N_1 + N_2 - 2m - 2}} \sim F(m + 1, N_1 + N_2 - 2m - 2), \tag{2.10}
\]

where \(\text{SSE}\) is the sum of residual square errors in modeling the whole time series data with \(N_1 + N_2 - m - 1\) degrees of freedom, and \(\text{SSE}_1\) and \(\text{SSE}_2\) are those for the data subsets before and after the break point with degrees of freedom \(N_1 - m - 1\) and \(N_2 - m - 1\), respectively. Since the work by Chow, diverse extensions have been proposed. For example, Quandt augmented Chow test to each possible point. Furthermore, the statistics of largest Wald, Lagrange multiplier and likelihood ratio-like,
Bayesian information criterion, Schwarz’ criterion and others can also be introduced
to test numbers of possible breaks.84

Another main kind of mutability tests is the CUSUM type approach first pro-
posed by Brown et al.85 based on cumulated sum of recursive residuals. An important
extension of CUSUM is the iterative cumulative sums of squares (ICSS) test.26 In
ICSS algorithm, the time series is supposed to have a stationary unconditional
variance $\sigma_1^2$, over an initial time period until a sudden change takes place at the time
point $K_1$. The new unconditional variance $\sigma_2^2$ is stationary until the next breakpoint
$K_2$, and this process repeats. To test a sudden break, a cumulative sum of square
residuals is calculated by

$$C_k = \sum_{t=1}^{k} c_t^2 \quad (k = 1, 2, \ldots, N),$$

where $c_t$ is uncorrelated random variables with zero mean and unconditional var-
iance, computed by

$$c_t = \frac{y_t - (\sum_{i=0}^{t-1} y_i/t)}{\sqrt{(t+1)S_Y^2}} \quad (t = 1, 2, \ldots, N),$$

where $S_Y^2$ is the variance of total samples of time series. The ICSS statistic can be
defined as:

$$D_k = \frac{C_k}{C_N} - \frac{k}{N} \quad (k = 1, 2, \ldots, N), \quad D_0 = D_N = 0.$$

If there are no breakpoint along the time series data, $D_k$ will oscillate around zero
and otherwise departure from zero.

In modeling mutable patterns, introducing dummy variables of structural change
is a popular way. For example,

$$\Delta y_t = u + \beta t + \theta DU_t(t_b) + \gamma DT_t(t_b) + \alpha y_{t-1} + \varepsilon_t,$$

where $DU_t$ and $DT_t$ are the dummy variables of structural break in the level and
slope occurring as $t_b$, respectively, i.e., $DU_t = 1$ if $t > t_b$, 0 otherwise; $DT_t = t - t_b$ if
$t > t_b$, 0 otherwise.86

(3) Randomicity measurement
Randomicity characteristic is related to how much noise is blended into the observed
time series. Actually, noise measurement is a crucial task both in data analysis and in
digital signal processing, as the premise of other further researches such as data
quality estimation and noise reduction. Noise pattern is popularly measured by
signal-to-noise ratio (SNR), which declines monotonously with increasing noise level.
SNR can be defined as the ratio between signal of interest and the noise pattern in
terms of energy (or variance), amplitude, density (or root mean values) and others, via different ratio forms, such as simple ratio, logarithmic ratio and lower better form. In addition, other measurement forms, e.g., noise variance, noise standard deviation and noise ratio in total data, increase with a high level of noise. These approaches of noise estimation shed light on pattern importance measuring, which is further discussed in Sec. 2.2.3.

In modeling noise, it is generally assumed that time series comprise of patterns of interest \( s_t \) and the noise pattern \( n_t \), i.e., \( y_t = s_t + n_t \). Thus, noise pattern can be captured by effectively abstracting various patterns of interest \( s_t \) from data. Accordingly different regression models, smoothing methods, spectral analysis and filters can be utilized to model the patterns of interest \( s_t \), and the prediction error approximates the noise pattern. Meantime, direct estimation of the noise pattern in terms of variance, standard deviation, ratio or other statistics is another important way to model noise, e.g., the studies by Gao and Cellucci et al. where noise is estimated based on computing logarithmic displacement or time-dependent exponent curves in the reconstructed phase space.

2.2.3. Main procedure

According to methodological framework and existing relative tests mentioned in the previous subsections, a main procedure of the proposed integrated data characteristic testing scheme together with recommended testing techniques can be constructed, as shown in Fig. 3.

As can be seen from Fig. 3, the main procedure of the proposed integrated data characteristic testing scheme consisted of two main parts: nature determination and pattern measurement, as elaborated in the following description.

(1) Nature determination

In nature determination, unit root test, nonlinear test and complex test are respectively performed to determine nature characteristics of the dynamics system generating time series data.

(a) Unit root test

In the time series data, stationarity is the most essential data characteristic. Thus unit root tests should first be implemented, aiming to test whether the time series data are stationary or nonstationary in the data generation process of the observed time series. Based on different data generation process and the related testing methods, diverse unit root tests can be formulated with their distinct assumptions. Amongst existing unit root tests, DF, ADF and PP tests with a general data generation assumption of AR(1) or AR(p) process are the most popularly used stationary tests, and most of recently proposed ones are extended from them by incorporating other data characteristics into the original form, such as nonlinearity, seasonality and mutability. Therefore, the above traditional tests are strongly recommended as useful tools to explore stationarity or nonstationarity hidden in time series data.
(b) Nonlinear test
Nonlinear tests are mainly performed to determine whether the observed time series are generated by nonlinear or linear dynamics. The most popularly used tests can be generally divided into three main methods in terms of different principles, i.e., surrogate data-based method, residuals of linear fit-based method and parametric method. Usually, the surrogate data-based method explored nonlinearity in an indirect way by using surrogate data, while the other two methods test nonlinearity by directly modeling linear or nonlinear parts in time series data. Therefore, different kinds of nonlinear tests are advised to perform simultaneously in order to analyze nonlinearity of time series data from a more comprehensive perspective.

(c) Complexity test
The complexity of time series data reflects the complex state between regular and irregular relationships. In this study, complexity is defined in terms of characteristics in various theories of complex, chaotic or fractal systems, such as chaoticity,
fractality, memorability, regularity (or irregularity) and others. Therefore, the related exponents corresponding to the above characteristics, such as fractal dimensions, entropies and Lyapunov exponents, can be employed to measure the complexity of time series data in terms of governing power of regular rules. Besides, some other tools are also useful for visualizing the complexity of time series, e.g., diagrams of recurrence plots, power spectral density and others.

(2) Pattern measurement
After determining nature characteristics, pattern characteristics further display the hidden patterns of time series data, including cyclical, seasonal, mutable and noise patterns. In pattern measurement, not only the verification of the presence of related patterns is necessary, but also pattern importance should be measured in order to determine the most important pattern hidden in the observed time series data. Thus, two sub-steps are involved in each pattern measurement, i.e., pattern testing and modeling and pattern importance determination.

(a) Cyclicity testing and modeling
Exploring the main time scale is a crucial task in cyclicity (or seasonality) test. In the cyclicity testing, the most useful tools can use power spectral analysis, autocorrelation analysis, recurrence plots chart, $R/S$ analysis and others for testing.

The standard testing for cyclicity (or seasonality) comprises of two main types, i.e., regression with pattern variables and extraction by decomposition. The former type introduces pattern variables to capture the possible cyclicity or seasonality, the latter attempts to abstract cyclical or seasonal patterns from original time series by decomposing data into a set of components.

(b) Mutability testing and modeling
Mutability testing aims to test whether any structurally mutable break exists in the observed time series data. Generally speaking, two popular methods, the model estimation methods and the CUSUM method, can be used. Usually, the former approaches often focus on given possible breaks, while the latter tends to test each point one by one. In the CUSUM method, it is commended to perform first to select suspected points and these breaks are then tested by model estimation methods.

Similarly, introducing structural change dummies into regression equation is a widely used way to model mutable patterns. Furthermore, structural changes in terms of level and tendency should be both considered.

(c) Randomicity testing and modeling
Time series data are always polluted by noise pattern. Noise testing can be implemented by extracting the patterns of interest from the original data or directly estimating the impact of noise pattern on data. For consistence with other patterns, extracting the patterns of interest is strongly recommended in the proposed testing scheme. Accordingly the residuals of regression on main tendency and patterns of interest will approximate the noise pattern.
(d) Pattern importance determination
After testing, patterns importance should be measured to estimate the impact of each pattern on the original data and finally to determine the most important pattern. For such purpose, measurement statistics of pattern importance should be given. According to existing pattern measurements, especially for seasonality and noise, pattern ratio in total data can be proposed as a useful description to the governing power of the pattern over the time series, in terms of various features of time series data, such as power (i.e., variance), amplitude (i.e., the difference between the maximum and minimum) and density (i.e., the root mean values). Besides, the correlation between the pattern series and original time series data can be also utilized as a measurement statistic.

3. Empirical Results
For illustration, four main Chinese economic time series data are selected as testing targets and their data characteristics will be explored by using the proposed integrated data characteristic testing scheme. In this section, a brief description about the sample data will be first given in Sec. 3.1, and then Sec. 3.2 reports the detailed testing steps and the corresponding experimental results.

3.1. Data descriptions
For illustration, the proposed integrated data characteristic testing scheme is implemented to test the data characteristics of main Chinese economic time series data. Specially, time series data of gross domestic product (GDP), total social consumption (TSC), consumer price index (CPI) and energy production (ENE) are selected as testing samples, which are obtained from Wind database (http://www.wind.com.cn/), as shown in Table 1 and Fig. 4.

3.2. Data characteristic testing
Based on the main procedure as described in Sec. 2.2.3, the data characteristics of the four main Chinese economic time series data are tested by the proposed integrated data characteristic testing scheme.

<table>
<thead>
<tr>
<th>Time series</th>
<th>Frequency</th>
<th>Starting date</th>
<th>Ending date</th>
<th>Size</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>Quarterly</td>
<td>Mar-92</td>
<td>Jun-11</td>
<td>78</td>
<td>Hundred million Yuan (Rmb)</td>
</tr>
<tr>
<td>TSC</td>
<td>Monthly</td>
<td>Jan-95</td>
<td>Jul-11</td>
<td>199</td>
<td>Hundred million Yuan (Rmb)</td>
</tr>
<tr>
<td>UER</td>
<td>Monthly</td>
<td>Jan-90</td>
<td>Jul-11</td>
<td>259</td>
<td>Dollar/Yuan (Rmb)</td>
</tr>
<tr>
<td>ENE</td>
<td>Monthly</td>
<td>Jan-95</td>
<td>Feb-11</td>
<td>182</td>
<td>Ten thousand ton (ce)</td>
</tr>
</tbody>
</table>
3.2.1. Nature determination

(1) Determination of Stationarity and Nonstationarity
For stationarity and nonstationarity, the most popular unit root test, ADF test, is utilized in this study. Accordingly the computational results are reported in Table 2. In this testing, the data generation functions whether with or without constants or trends are selected based on Schwarz information criterion. From the reported results, it is easy to see that at the confidence level of 95%, the existence of unit roots cannot be refused in the four time series data, and thus all sampling data are proved to be nonstationary time series.

(2) Determination of Nonlinearity and Linearity
As for nonlinear analysis, surrogate data-based method and residuals of linear fit method are employed in this study. In the surrogate data-based method, Fourier transform (FT) are employed. Using the FT approach, the surrogating data can first

Table 2. Testing results for stationarity and nonstationarity characteristics in terms of ADF test.

<table>
<thead>
<tr>
<th>Time series</th>
<th>Equation (Constant, Trend, Lages)</th>
<th>t-Stat.</th>
<th>Critical values</th>
<th>Prob.</th>
<th>Stationarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>(1,1,5)</td>
<td>1.9637</td>
<td>−3.1640</td>
<td>1.0000</td>
<td>×</td>
</tr>
<tr>
<td>STC</td>
<td>(1,1,12)</td>
<td>4.3574</td>
<td>−3.1410</td>
<td>1.0000</td>
<td>×</td>
</tr>
<tr>
<td>CPI</td>
<td>(0,0,12)</td>
<td>−1.2012</td>
<td>−1.6158</td>
<td>0.2101</td>
<td>×</td>
</tr>
<tr>
<td>ENE</td>
<td>(1,1,12)</td>
<td>0.1028</td>
<td>−3.1424</td>
<td>0.9971</td>
<td>×</td>
</tr>
</tbody>
</table>

Fig. 4. Four main Chinese economic time series data.
be generated by multiplying the FT of the data in random phases and then transforming back to the time domain. Subsequently, the distributions of the surrogate data and the original data are compared via Kolmogorov–Smirnov (KS) tests to determine the nonlinearity hidden in the time series data. According to above steps, a total of 1000 surrogate data with different random phases are generated. Table 3 reports the corresponding results, where \( h \), KS-Stat. and Prob. represent the ratio of times of rejecting the null hypothesis in all simulations at the confidence levels of 95\%, the mean calculated KS statistics and the mean \( p \)-value, respectively. From the table, it can be seen that \( h \) are all above 95\%, and the mean \( p \)-values are far below 5\%, indicating that all the observed time series data are statistically proved to have the characteristic of nonlinearity with the confidence level of 95\%.

In the residuals of fit method, the observed data are first model via linear AR\((p)\) models, in which the order \( p \) is determined via AIC criterion. Then, BDS tests are implemented to test the independence of the residuals, where the dimension \( m \) is set to 2–5, and the parameter \( r \) is set to 0.7 times of the variance of data in phase-space reconstruction. Accordingly, Table 4 presents the related testing results. Similar conclusion can be drawn that all \( p \)-values are far smaller than 5\%, indicating that the residuals of linear fit cannot be proved to be independent as the null hypothesis assumes, and thus the observed time series data is demonstrated to possess nonlinear characteristic at the confidence level of 95\%.

(3) Determination of Complexity
In complex analysis, complexity exponent is built based on the most popular fractal dimension, i.e., correlation dimension, which is estimated by using G-P algorithm in this study. In phase-space reconstruction, the lag \( \tau \) is determined via

<table>
<thead>
<tr>
<th>Time series</th>
<th>( h )</th>
<th>KS-Stat.</th>
<th>Prob.</th>
<th>Linearity</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>0.9840</td>
<td>0.3439</td>
<td>0.0091</td>
<td>×</td>
</tr>
<tr>
<td>STC</td>
<td>0.9980</td>
<td>0.3352</td>
<td>0.0007</td>
<td>×</td>
</tr>
<tr>
<td>CPI</td>
<td>1.0000</td>
<td>0.4460</td>
<td>0.0000</td>
<td>×</td>
</tr>
<tr>
<td>ENE</td>
<td>0.9820</td>
<td>0.3005</td>
<td>0.0055</td>
<td>×</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>0.1132</td>
<td>0.0000</td>
<td>0.1934</td>
<td>0.0000</td>
<td>0.2398</td>
<td>0.0000</td>
<td>0.2716</td>
<td>0.0000</td>
<td>×</td>
</tr>
<tr>
<td>STC</td>
<td>0.0276</td>
<td>0.0003</td>
<td>0.0971</td>
<td>0.0000</td>
<td>0.1145</td>
<td>0.0000</td>
<td>0.1183</td>
<td>0.0000</td>
<td>×</td>
</tr>
<tr>
<td>CPI</td>
<td>0.0187</td>
<td>0.0006</td>
<td>0.0315</td>
<td>0.0003</td>
<td>0.0424</td>
<td>0.0000</td>
<td>0.0477</td>
<td>0.0000</td>
<td>×</td>
</tr>
<tr>
<td>ENE</td>
<td>0.0147</td>
<td>0.0000</td>
<td>0.0291</td>
<td>0.0000</td>
<td>0.0432</td>
<td>0.0000</td>
<td>0.0568</td>
<td>0.0000</td>
<td>×</td>
</tr>
</tbody>
</table>
autocorrelation analysis, and embedding dimension $m$ via the Kennel et al.’ approach.\textsuperscript{94} Figure 5 presents the corresponding testing results. It is not hard to find that all the sample data have the obvious complexity, since all complexity exponents in terms of correlation dimensions are greater than one in the dimension of time series data.

3.2.2. Pattern measurement

(1) Testing and Modeling for Cyclicity

Seasonality, as a special case of cyclicity, is first considered due to its importance in macroeconomic time series. Autocorrelation analysis with one-year lag period is implemented to determine whether seasonal pattern exists in the observed time series data.\textsuperscript{71} The testing results indicate that all the observed time series data demonstrate to have seasonality because all autocorrelations are larger than 0.5. In detail, the relative numerical results of GDP, TSC, CPI and ENE are 0.796, 0.755, 0.691 and 0.757, respectively.

For cyclical patterns, $R/S$ analysis\textsuperscript{10,73} is employed to determine the main time scale in terms of long memory in the time series data. Figure 6 shows the log–log plot of $R/S$ against $t$ of the four observed data series. From the computational results, it can be seen that the main time scales of TSC and ENE are identical about one year, which may be considered as an indicator with strong seasonality. For other two time series data, a cycle of three year (12 quarters or 36 months) might be present in the data of GDP and CPI.

When modeling seasonality, the Census-X12-ARIMA, a most popular seasonal model based on moving average, is utilized to abstract the seasonal patterns hidden in time series data, where the additive forms are selected. For cyclicity, an exponentially weighted moving average method, the Holt—Winter’s method,\textsuperscript{95} is employed to model the cyclical patterns of three year in GDP and CPI. The Holt—Winter’s method with additive seasonal forms assumes that the time series $y_t$ is determined by local level $l_{t-1}$, local growth $b_{t-1}$ and local cyclical component $s_{t-m}$, where $m$ is the time scale of cyclical pattern and set to three years. Thus, extracted series $s_t$ presents the cyclical pattern hidden in original time series data.
To test mutability, ICSS test, an excellent CUSUM type approach, is first employed to test the residuals of linear ARIMA model based on AIC. The point with the largest ICSS statistic is selected as the possible structural break. Then, the original data is segmented into two subsets before and after the possible break, and the two subsets are modeled respectively. Chow statistics, log likelihood ratio and Wald test are computed to test the similarity between the two subsets. If one point is tested to be break point at confidence level of 95%, the two sub-series are respectively tested for structural change in a similar way, and these steps repeat until no break point can be found with 95% confidence level.

Table 5 reports the testing results of mutable point, where \( p \)-values are listed. The reported results show that the data of STC, CPI and ENE are statistically proved to have mutability because at least one test refuses the null hypothesis, supporting that there exist certain structural breaks in the time series at 95% confidence level. For GDP, the computational results indicate that there might not be obvious breaks in the data.

Fig. 6. Testing results of log–log plot of \( R/S \) against \( t \).
For consistence purpose, the residuals from modeling above patterns of interest are considered as noise pattern. Particularly, the noise pattern can be calculated in terms of irregularity component abstracted by the Sensus-X12-ARIMA model, residues after extracting cyclical, level and growth components by Holt–Winter’s smoothing, and prediction errors from ARIMA models with mutable dummy variables, and their mean values will be used to approximate noise in this study.

Pattern Importance Determination
In this study, variance ratios of pattern in total data are computed as patterns importance to measure the impacts of the related pattern on the original time series. Accordingly the computational results are shown in Table 6.

As can be seen from Table 6, it is easy to find that STC and ENE have strong seasonality in terms of pattern importance measurement and thus seasonal pattern is their main patterns. Meantime, there is an obvious cyclical pattern with three-year duration in the data of CPI and GDP. However, noise pattern seriously polluted the data of CPI. In addition, seasonal pattern and cyclical pattern of three years can be both seen as the main hidden patterns of GDP, which accounting for about 0.44062% and 0.44060%.

3.2.3. Further discussions
Through testing via the proposed integrated testing scheme, the main data characteristics of the four main Chinese economic time series data can be obtained, as shown in Table 7.

<table>
<thead>
<tr>
<th>Seasonal pattern</th>
<th>Cyclical pattern</th>
<th>Mutable pattern</th>
<th>Noise pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP 0.44062%</td>
<td>0.44060%</td>
<td>—</td>
<td>0.01867%</td>
</tr>
<tr>
<td>STC 1.07837%</td>
<td>—</td>
<td>0.06590%</td>
<td>0.04713%</td>
</tr>
<tr>
<td>CPI 0.04452%</td>
<td>0.18276%</td>
<td>0.16134%</td>
<td>0.39763%</td>
</tr>
<tr>
<td>ENE 4.08753%</td>
<td>—</td>
<td>0.81445%</td>
<td>0.66349%</td>
</tr>
</tbody>
</table>
As can be seen from Table 7, it is easy to find that there are high complex nature characteristics for all four testing time series data because their values of complexity dimension are greater than 1 of the dimension of time series data. The main reason of high complexity may lie in that they are all nonstationary and nonlinear time series. Accordingly, conventional linear techniques might be insufficient for fitting the dynamics of these sample data due to the characteristics of nonstationarity and nonlinearity. In addition, according to the complexity characteristic, AI tools or hybrid approaches are strongly recommended as the promising modeling techniques.

Furthermore, the main patterns hidden in the testing time series data are tested, which shed light on modeling function design. From Table 7, it can be seen that GDP, TSC and ENE demonstrate strong seasonality and a three-year cycle is involved in the data of GDP and CPI in terms of pattern testing and pattern importance measurement. Therefore, when formulating some models for GDP, TSC and ENE, seasonal variables should be introduced. Similarly, cyclical factors should be considered in the case of GDP and CPI. Model adjustment based on main pattern characteristics can effectively improve analysis performance, which will be verified and demonstrated in the future research.

4. Concluding Remarks
The main contribution of this paper is to formulate an integrated data characteristic testing scheme for complex time series data exploration. In the proposed testing scheme, data characteristics can be divided into two main categories, i.e., the nature characteristic and pattern characteristic. Accordingly two related steps, i.e., nature determination and pattern measurement, are involved. In nature determination, unit root tests, nonlinear tests and complex tests are respectively performed to determine nature of time series data. In pattern measurement, characteristics of cyclicity (and seasonality), mutability and randomicity are analyzed not only to make sure whether cyclical (and seasonal), mutable and noise patterns exist in time series data, but also to measure their respective impacts on original data in terms of pattern importance, in order to capture the main pattern hidden in the observed time series data.

For illustration, data characteristics of four main Chinese economic time series data are used to the testing targets via the proposed integrated data characteristic testing scheme. The empirical results show that in nature characteristics, all the time
series data are complex since they are demonstrated to be nonstationary and nonlinear, and all their complexity exponents are at high levels. Furthermore, the main patterns hidden in these data are captured and some interesting results can be found. For example, GDP, TSC and ENE demonstrate to have strong seasonality. For GDP and CPI, there exists a three-year cycle within the sampling data. These results also indicate that the proposed integrated testing scheme can be used as an effective tool to explore data characteristics for complex time series data from a thorough and comprehensive perspective.

In addition, the testing results drawn from the proposed data characteristic testing scheme are pretty helpful for selecting and formulating the most appropriate analysis models for the observed time series data. For example, the nature characteristic can shed light on compatible techniques, e.g., traditional economic methods, artificial intelligence tools or hybrid approaches, and accordingly the modeling forms should consider the main pattern hidden in the observed data. We will look into these issues in the near future.
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