Abstract—The last few years have witnessed a growing consensus around the notion that many papers discussing wireless network simulation are plagued by flaws that compromise their scientific value. A number of articles have shown evidence of this crisis of credibility and identified many of its causes. In this paper, we show that the methodology flaws in wireless network simulation can be avoided with the use of a framework for experiment automation. We describe the rationale that drove us to develop tools for component-based simulators intending to guide the experimental process from first to last stages. We conclude that a framework that imposes the right constraints on the experimenter can lead to more credible simulation studies. The framework we present helps the construction of consistent models, the definition of model parameters, the design and the execution of experiments, the analysis of output data, and the preparation of data for the dissemination of results that allow experiments to be reproduced.

I. INTRODUCTION

There has been a growing consensus in the wireless networking community that many of the simulation studies presented in the literature exhibit flaws that compromise the strength of their contributions. Several papers have exposed the fact that there exists a veritable crisis of credibility in this field of study [1]–[4]. These publications carry two central messages. First, we learn that even when they appear in the most selective conferences, simulation studies of wireless networks carry egregious errors in modeling and simulation methodologies. Second, we find evidence that often enough, even when best practices in the experimental work are followed, the publications presenting simulation studies do not contain enough detail for others to replicate them.

Although the question of how we have reached this status quo bears consideration, we argue that it is not the most important. We believe that it is crucial at this juncture to develop solutions that help the users of simulation to avoid the mistakes that appear recurrently in the literature. Questions whose answers can turn the tide more directly are what these solutions might be and how easily they can be applied.

This paper argues the case that the use of automation tools to guide the construction, the execution, and the analysis of results in simulation experimentation can improve the credibility of simulation studies of wireless networks. As long as these tools are implemented in accordance with the constraints dictated by well-established, sound methodologies, their use can leave no option to the user other than to “do the right thing.” The role of automation is paramount in this context. As the analysis of the literature has indicated, the user cannot be always trusted to carry out simulation studies with expertise and with rigor. In a case like this, automation can serve as a guide and as an enforcer of best practices.

The solution we present here is a framework implemented as an interactive web-based application centered on a relational database. The role of the database is to accumulate and to record the relationships between pieces of information that define a simulation experiment, its inputs, and its output data. The role of the scripts is to standardize operational procedures in the simulation study and to constrain users’ actions to follow sound scientific methodologies. The scripts interact with the user to obtain information on the experimental setup, to construct the simulation model, to execute the experiment, and to process the output data in the database.

An important property that results from the use of this framework is that experiment repeatability is guaranteed by the fact that detailed records of the process are always kept. The fact that these records exist, however, would be of no use if they couldn’t be easily shared with the audience of publications that disseminate the experiments. To address this issue, the framework we constructed is web-based: it makes all the data associated with experiments available on the World Wide Web. Publications based on a simulation study need only to refer their readers to a URL to grant them access to all the details that allow experiments to be replicated. The level of access in this case is read-only to avoid compromise of the integrity of the experimental set up and data by external observers.

The user interface to the framework is a standard web browser, a feature that has important consequences. Just as the framework can be accessed for reading information about experiments, it can also be accessed for constructing experiments and controlling their execution. This architecture creates a client-server model that makes clients platform-independent while offering the power of dynamic, graphical user interfaces.

(GUIs) that can be constructed with asynchronous Javascript and XML (AJAX) technologies. The characteristics of this framework led to an implementation in Ruby on Rails [5], a system which allowed us to complete, in short time, a proof of concept prototype without any sacrifice of functionality and with acceptable run time performance.

The remainder of this paper is structured as follows. Section II establishes a context for our work and discusses tools that have influenced our design or that relate to our framework somehow. Section III presents the architecture of SWAN Tools, our web-based framework for experimentation. This section introduces the features of the framework that address problems of simulation credibility identified in the literature. Finally, Section IV concludes the paper.

II. CONTEXT AND RELATED WORK

This work was motivated by the construction of a framework to automate the experimental process for the Simulator for Wireless Ad Hoc Networks (SWAN) [6], which is a component-based simulator written in C++ and compliant with the SSF standard [7]. In this kind of simulator, the experimenter composes the simulation model using a collection of sub-models drawn from a library. SWAN includes models for radio propagation, physical and MAC layers of IEEE 802.11b, node mobility, routing, traffic generation, and a few network attacks. It is important to note that although the implementation of SWAN Tools is directly tied to SWAN, the ideas behind it are transferable nearly directly to other SFF-compliant simulators and also to popular simulators such as ns-2 and GloMoSim, with some effort.

Our experimental studies with SWAN have led to two important observations. First, unless a user is extremely organized and disciplined about recording and organizing input and output data, it is easy for one to end up with unrepeatable experiments. Second, small slips in output data processing methodology can invalidate an entire study. Both problems can be avoided with the systematic organization of input data and processing of simulations’ results. We can more easily trust a well-programmed computer to be systematic than a human experimenter. This conclusion led us to adopt the Scripts for Organizing ‘Spiriments (SOS) [8], a powerful set of Perl scripts created to facilitate the experimental process with SSF simulators. To explain how SOS works, we must first expose a few details behind SSF. An SSF (or SWAN) simulation model is composed of sub-models woven together by a description written in the Domain Modeling Language (DML) [7]. The syntax of DML is such that a well-formed document consists of a list of DML expressions, where an expression is a <key, value> pair. A key is simply a string and a value is either a string or a DML expression enclosed in square brackets. The code excerpt in Fig. 1 illustrates the syntax of valid DML expressions; a typical model in our experience contains a few hundred such lines of DML code.

The work with SOS starts with the construction of a template DML file for the experiment. This file indicates the factors that will be manipulated in the experimental study.

![Fig. 1. Sample of DML code](image-url)

According to the terminology defined in [9], which we use for the remainder of the paper, factors are the input parameters of a simulation model, levels are the values assigned to factors, and responses are the output measures produced in the execution of the experiment. For example, in Fig. 1, packet_size is a factor and 512 is the level assigned to it. (Note that this syntax provides no indication of the units associated with a level, what can lead to confusion in the construction and the interpretation of simulation scenarios.)

A second file is constructed with the lists of levels that are assigned to each factor in the experimental study. Selecting exactly one level from each list of factors, we construct a complete set of assignments to factors, that is, an experimental design point. SOS includes a script that generates the total number of design points in a study by computing the cross-product of the lists of levels. Another script invokes the underlying simulator to execute each design point multiple times, using a different seed for pseudo-random number generation each time. The output of each execution is processed by extractor scripts that use regular expression matching to select the samples of each response.

Throughout this process, SOS uses a MySQL database to record information associating each design point to the responses produced as the results of each run. The structure of the database, which is defined when the experiment is created, takes into account all the factors and levels of the experiment determined by the user. The simulation runs are executed one by one and, as they complete, the extractor scripts sift through the output data inserting the sampled quantities into the database in association with the experiment’s identification. The database is the central component in SOS: it associates records of the inputs in an experiment to the output data generated by simulation. SOS is quite powerful, general, and elegant; a user can adapt it to a number of different circumstances after going through a learning curve.

The customization, however, requires knowledge of Perl and of the MySQL query language, and more importantly allows plenty of room for less experienced users to make mistakes. We concluded that there was a need for a system that would offer functionality similar to SOS’s with improved usability.

We took the main aspects of SOS’ design as starting points for SWAN Tools, but chose to develop our system around a simple user interface that requires of the user no knowledge of DML, of Perl, or of the MySQL query language, and which would additionally validate user input. We combined
this functionality with additional features that aim to help one create simulation studies that do not suffer from the credibility problems identified in [1]–[4]. Some of the features we implemented are present in related work discussed below.

Hawick and James [10] discuss a framework for simulation data management that is built around operational patterns observed in the execution of simulation studies. The scope of their project includes the generation of experimental design points from lists of levels and the use of a database for archival of all simulation input and output. The framework requires the user interactions with the database to go through a programming interface, however. The same authors present a tool with an expanded scope in [11], which includes a GUI for experiment set up and the ability for the user to steer the simulation study by manually controlling the scheduling and the dispatching of runs. While the first of these additional features is important for enhancing the usability of the tool, the second makes exploratory simulation studies more efficient. The user can observe the results produced by recently completed jobs and directly manipulate the queue of pending jobs via insertion and removal so that the experimental process can focus on the most interesting areas of the parameter-space.

The Akaroa2 suite [12] provides an important lead in the implementation of two key features that affect the credibility of simulations. The first is automatic estimation of the length of transients in the model, what allows for the deletion of data collected before the simulation has reached steady-state. The second is automatic determination of the simulation run length, what guarantees that enough samples of the metrics estimated are collected to yield correct coverage of the confidence intervals produced. The user only needs to specify the desired values of precision and confidence level for the system to determine the termination time of the simulation. These features are also present in the framework described in [13] together with additional functionality to facilitate the experimentation process with the ns-2 simulator.

Upon close observation, it became apparent that tools such as those described in [8], [10]–[13] include features that can avoid some of the simulation pitfalls identified in [1]. We found no single tool that avoids all the pitfalls, however. We concluded that, ideally, a comprehensive automation tool would need to offer the following set of features:

- Present a simple, usable interface to the system that allows one to define an experiment, control its execution, and access its results. The user would have to provide to the system with all the details of experimental set up before a simulation study could be carried out. These details should include the type of the simulation (terminating or steady-state), the complete set of design points in the experiment, and anything else that is required for one to be able to replicate the experiment. The system would automatically create and organize records of this information for posterior retrieval. Users other than the experimenters should have read-only access to the data associated with experiments, what would benefit the dissemination of the simulation studies.
- Provide guidance to users in the design of experiments (DOE) by embodying well-established methodologies, such as $2^k$ factorial design. This would be helpful in reducing the number of design points in experiments thereby reducing the overall compute time required. More importantly, the tool itself would be an incontrovertible record of the DOE methodology used that would be immediately available for use in publications describing the simulation studies.
- Guarantee the statistical soundness of the simulation study. For steady-state simulations, this would involve the automatic determination of run length and the deletion of samples collected before the model reaches steady-state. The single data set problem would be avoided by simulating each design point multiple times using in each run different seeds for the pseudo-random number streams generated. The results of the independent runs should be stored in association with data on the experimental set up. The output data produced would be automatically processed by rigorous methods of output analysis that include the default generation of confidence intervals for a chosen level of confidence.
- Generate plots from the recorded output data of experiments. The user would be asked to define what data series should appear in a plot, what legends to associate with each data series, and what labels and units to associate with each axis. The plots would include, by default, the point estimates for the data displayed, but also the associated confidence intervals.

We conceived SWAN Tools to provide all these features. Our current implementation covers these requirements with the exception of steady-state detection and determination of the appropriate run length, which will be addressed in future work.

III. THE DESIGN OF SWAN TOOLS

As indicated in Section I, we found it important to build SWAN Tools as a web-based framework. The user interacts with the framework using a standard web browser rather than a native GUI. In the first dialog presented, the user finds instructions on how to proceed and five hyperlinks corresponding to the main components of the framework. The top row in Fig. 2 shows five components that can be accessed via a web-browser. What the user sees of these components are views, in the terminology of the model-view-controller (MVC) software engineering architectural pattern [5]. Each of these views offers the user access to different functionalities of the system, which are implemented by their associated controllers. What corresponds to the model in this system is the structure of the database that aggregates information about experiments, simulation models, their input parameters, and their output data. We describe each of these components in turn as follows.

A. Experiment Configuration

This component is used to define and to configure the single experiment with which to work for the duration of a session,
what we refer to henceforth as active experiment. The user can choose to work with an experiment previously created (already present in the database) or to create a new experiment altogether. When the latter option is chosen, a new numerical experiment identification is generated and the database is initialized to receive all the data that will be associated with the experiment. For the sake of usability, the web interface requires the user to define a mnemonic to map to each numerical experiment id. The user also defines an integer seed value that is used to generate seeds for the various pseudorandom number streams used in the simulation, the number of simulation runs for each design point in the experiment, and the length of the transient period of the simulation. In order to avoid initialization bias, SWAN discards samples of metrics that are estimated during the transient.

This component addresses an important issue that has been known to affect the credibility of published simulation studies: it establishes a clear match between an experiment and the code base of the simulator that is used to execute it. The user can select to associate the experiment with a version of the simulator that has been previously installed in the framework. Alternatively, the user can upload a compressed, archive file (that is, a tarball) containing the source code of a different version. SWAN Tools creates a unique identification for the version of the simulator that has been previously installed in the framework.

Finally, Experiment Configuration allows the user to edit configurations of experiments and to destroy an experiment, what removes from the database the associated model specifications and results for completed simulation runs. If a user ever tries to edit a configuration after the experiment has been started or concluded, the framework refuses to complete this action. This guarantees that the database never associates results with an incompatible experimental setup. The remaining components of the framework can only be accessed when the user has completed the experiment configuration.

B. Model Specification

The overarching goal of this component is the construction of the model that is used throughout the simulation study. Since SWAN is a component-based simulator, the user constructs a model by piecing together elements selected from a library of existing sub-models. Fig. 3 gives an example of model composition. The simulation model is described in a DML file, which the user can compose using a standard text editor to instantiate and to configure each of the sub-models of interest. Although this degree of flexibility is positive, since the user has free rein to write DML code, the risk of introducing syntactic and semantic errors is non-negligible. While syntactic errors are exposed during the simulator’s execution, semantic errors may go uncaught and taint the result of the entire simulation study. We address both of these problems with a single solution.

Rather than allow the user to build the model into a DML specification file without any constraints, we have the user interact with a component that automatically generates the specification file. The user is presented a series of dialogs (HTML forms) that require the assignment of levels to each of the factors in the sub-models that are used. Only when all sub-models have been initialized is the component ready to automatically generate a DML specification file.

There are important benefits to this process. First, the automated generation guarantees the absence of syntax errors in the DML file. Second, since the user goes through this initialization under strict guidance, we can ensure that no factors are assigned default values and minimize the risk of semantic errors. If the user associates with each factor a level of the wrong data type, the framework indicates the error immediately. Additionally, the form that the user sees has each text entry box labeled with the units expected for the corresponding factor. The framework validates the inputs against expected ranges of values to guarantee that the simulator can run on them. There is no way, however, to make the process completely fool-proof: a careless user may ignore a label for bits per second, for example, and enter a value in bytes per second that passes validation checks.

A different kind of semantic error that can be automatically identified results from mismatching components within a simulation model, as illustrated by the following cases. First, it is possible that different sub-models included in the same simulation model might interact in ways that undermine the credibility of the experimental results. Consider the relation-
ship between the initial deployment of wireless nodes in the simulation space and the spatial distribution of nodes that arises when the random waypoint mobility model reaches its steady-state. From [14], we learn that if nodes are deployed at random according to a triangular probability distribution, the transient in random waypoint is likely to be minimized. This knowledge of the interaction between models could be used to indicate the need for improvement in the scenario of in Fig. 3, where random waypoint mobility is used in conjunction with uniform node deployment. This exemplifies the case when sub-models shouldn’t be used in the same composition. Second, consider the case when two sub-models must always be used in conjunction for the sake of the correctness of the simulation, but inadvertently an experimenter substitutes a wrong item for one of them. In SWAN, which uses standard interfaces between protocol layer models as does SSFNet [7], the error of pairing an IEEE 802.11b PHY layer model with an IEEE 802.11b MAC layer model might go unnoticed tainting the results of all experiments using the defective simulation model.

One can avoid semantic errors of sub-model mismatch in a web-based framework like ours by exploiting a feature of AJAX: the list of sub-models visible to the user can change in response to each selection made. This could be used to guarantee that, at the end of the process, the model constructed includes only sub-models that are compatible with one another and to force the inclusion of sub-models that must be used together. This approach has the drawback that the knowledge of sub-model constraints must be built into the framework. Every change in the relationships between sub-models would require a corresponding change in the framework. Alternatively, one can require that every individual sub-model would carry with it meta-data that identifies their compatibility restrictions and/or inter-dependencies with other sub-models. The framework would then be able to invoke a component to verify the overall consistency of the simulation model by analysing the meta-data of all the sub-models included. This functionality, which is used in package managers for various operating systems and applications, can be excellent protection against consistency errors and yet allows for a decoupling between the framework and the collection of simulator sub-models.

At our current stage of development, SWAN Tools addresses issues of model composition in yet a third way: it prescribes a consistent model composition that can be configured but not changed. The only mutable aspects of the model are the factors of the sub-models that we chose to expose to the user. As Fig. 2 indicates, once the experimenter accesses the Model Specification component, the only sub-models visible are:

- **Terrain**, which defines how wireless nodes move around the simulation space, if at all. Different models of mobility are available (such as brownian, random waypoint, and Gauss-Markov), each one requiring the configuration of their own specific set of factors.
- **Node Application**, which represents the model of the application layer protocol used in each wireless node. The most fundamental function of this sub-model is to generate traffic for the network and for this purpose, it offers constant and variable bit rate options. In order to enable our studies with attack models on wireless networks, which is described in [15], this sub-model defines the kind of traffic used, the probability that a node is attacked, and start time of the attack among other factors.

Sub-models that don’t appear in the web interface are fixed and defined by what we call the schema for the simulation experiments. The factors associated with sub-models in the schema cannot be configured from the framework’s user interface. We argue that this apparent lack of ease of configuration actually works toward enhancing the robustness of the models constructed for experimentation by less experienced users. The expert can carefully construct schemas reflecting validated scenarios, submit it to verification tests, and only make it available for widespread use once it has met high standards.

SWAN Tools enables sensitivity analysis studies. The factor configuration interface is dynamic: it only shows the user dialogs for factors in selected sub-models. Fig. 4 shows what the user would see after selecting random waypoint mobility. For each factor, the user enters a starting level, the increment between successive levels, and the number of levels with which to experiment. From this information, the framework generates the list of levels that will be used in experimentation. For instance, if factor pause time has starting level 60, increment 30, and 4 for number of levels, the framework generates experiments to explore the following list of pause times: \{60, 90, 120, 150\}. The framework can be configured to restrict
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the number of levels per factor to exactly 2, what makes it work exclusively with with the $2^k$ factorial design.

Once all the factors of all the sub-models exposed are initialized, they are saved in the database and associated with the identification of the active experiment. Since the complete specification of the experiment is persistent, it can be retrieved at any time. The use of a database that stores the experiment’s specifications in association with the simulations results avoids mix ups and guarantees that the experiment is always reproducible.

C. Simulations

This component generates all the design points for an experiment, that is, all the possible combinations of assignments of levels to factors, using the information entered via the Model Specification component. With this component, the experimenter can read but not modify the data associated with each design point, that is, the level assigned to each factor, and the corresponding DML file. If the experimenter ever needs to replicate a simulation run outside SWAN Tools, this DML file can be easily downloaded. The information is broken across a number of pages that can be navigated with the web browser so that the experimenter can verify the specific scenario for each experimental design point.

This component also allows the experimenter to initiate the execution of simulations. The simulation runs can execute in a single compute server or can be dispatched to execute in parallel across a collection of compute servers. The parallelism exploited by this component doesn’t come from partitioning a single simulation into different pieces for concurrent execution. Instead, we follow the multiple replications in parallel (MRIP) approach used in Akaroa2 [12], that is, SWAN Tools dispatches independent simulations runs to different processors. This approach does not require the partitioning and the synchronization of the components of the simulation model. At the same time, it allows for faster completion of the overall experiment.

We implemented MRIP using Distributed Ruby (DRb), a distributed object system for the Ruby language, created by Masatoshi Seki. SWAN Tools offers the experimenter a simple button to start the execution; once this button is pressed, the framework spawns a background process that creates and manages a queue of simulations to execute on a set of client processors. The architecture of this mechanism is illustrated in Fig. 5. Each of the client nodes runs a process that waits for a start signal which causes it to send to the server a request for the download of the version of the simulator associated with the experiment. Once the download completes, the client unpacks and builds the simulator, and then sends the server a request for the specifications of a simulation to run. The request is answered with a DML configuration file, which the client uses for a simulation run. Upon completion of its run, the client sends to the server the data extracted from the simulation’s results together with the matching experiment id. The server receives this information and stores it in the database guaranteeing the accurate matching of a simulation run to its results and configuration.

D. Results

As simulation runs complete, their results are processed by extractors, as in SOS [8], to yield samples of the quantities that the experimenter wants to estimate. This SWAN Tools’ component displays the samples produced by each run. This functionality allows the experimenter to browse the database for results associated with the identification of the active experiment.

Arguably, the most important feature that this component offers is the wide accessibility to the complete set of experimental data. Due to space constraints, published work might not be able to contain all the details of an experiment’s scenarios and results, but it could always list a URL where the framework resides. Readers are able to access the database through the web interface and obtain all that is necessary for reproducing the stored experiments, that is, the model specification data and also the source code of the version of the simulator that was used.

The web interface of this component displays the raw data extracted from each simulation run, without any grouping and without the computation of statistics across different runs. The information appears as a table in which each line contains the extracted estimates of a run organized into columns for metrics such as packet delivery ratio, average packet end-to-end delay, and the number of packets generated by the routing protocol. Each row in this table carries a hyperlink to a page that displays the levels associated to each factor in the corresponding simulation run. The experimenter can optionally download all results as a comma-separated-value (CSV) file, which is particularly useful for processing by standard spreadsheet applications.

The volume of data that can be generated by an exploratory experimental study containing many thousands of simulation runs can be overwhelming to the user. Although our current implementation of this component provides for quick access to the body of data generated by simulations, it can be made more usable and useful. One way to achieve these goals would be to process the data and present it in a hierarchical organization that shows statistics of results that reflect the structure of parametric sensitivity analysis. The framework would automatically issue database queries to extract results...
fixing or varying input parameters (factors of the experiments) selected by the user through a graphical interface. The information retrieved could be organized across a set of HTML documents hyperlinked to one another according to a sensible, navigable structure. A second alternative would be to provide the user with graphical aids to construct read-only, custom queries to the database; the resulting data would be processed by statistical methods before being sent back to the web browser. The most powerful (and dangerous) alternative is to grant the user direct access to the results in the database permitting customized queries from external applications, or interactively from a MySQL client or a browser-based tool like phpMyAdmin (<www.phpmyadmin.net>). Although the user would have full control over queries and the processing of their results, it is always possible that without protective constraints one might retrieve data that does not correspond to an experiment of interest or yet end up corrupting stored results.

E. Plotter

Once the experimental results have been accumulated and organized into the relational database, it is common for one to generate custom plots to visualize how a certain estimate produced by simulation behaves as another quantity is varied. The Plotter component in SWAN Tools automates the process of creating plots both for quick inspection via the web browser and for posterior use in the preparation of documents for scientific dissemination. The user selects independent and dependent variables to display on $x$− and $y$− axes using the graphical interface and enters a chosen value of confidence level. Plotter issues one or more database queries, retrieves the results, computes statistics, and produces plots with confidence intervals. The resulting plots are displayed in the web browser as portable network graphic objects (PNG) and can be optionally downloaded in portable document format (PDF). It should be noted that Results and Plotter automate the processing of simulation output data using sound statistic techniques and leaving the user no room for errors by carelessness or by omission.

IV. Conclusions

In this paper, we present the design of SWAN Tools, a web-based framework for automating simulation experiments. The main goal of this framework is to provide a high level of guidance to its users in the construction, execution, and output data analysis of simulation studies of wireless networks. The framework constrains the user to follow methodologies that produce credible and repeatable results addressing the “need for simulation study guidance” identified in the final remarks of [1]. Although the design we present is more applicable to SSF-based simulators, our main contribution are ideas that can be transferred to different simulation platforms.

SWAN Tools imposes a fairly sequential process on the experimenter that starts with the detailed definition of the experimental setup and the simulation model. It only allows the execution of simulation runs after this body of data has been collected from the user and recorded in a persistent database. The framework executes the experiment, possibly using a collection of processors to run multiple replications of the simulations in parallel. The output data of the runs are inserted in the database in association with the experimental set up and simulation model configuration parameters. The framework provides infrastructure for that statistical analysis of output data including functionality to create custom plots that include, by default, confidence intervals of the quantities estimated by simulation.

Future enhancements planned for this framework include the automatic detection of steady-state and determination of run length in non-terminating simulations. The architecture of the framework lends itself naturally to this extension. The current implementation of SWAN Tools allows for reproducible experimental studies by providing access (direct or remote) to full details of experimental set ups and their corresponding output data. SWAN Tools is publicly available at <http://www.eg.bucknell.edu/swan>.
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