Analysis of the virtual rate control algorithm in TCP networks
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Abstract—The virtual rate control (VRC) algorithm has been proposed for active queue management (AQM) in TCP networks. This algorithm uses an adaptive rate control instead of queue length control in order to respond quickly to traffic change with high utilization and small loss. By introducing the notion of virtual target rate, the VRC algorithm can maintain an input rate around the target rate, while attempting to regulate the queue length. In this paper, we analyze the stability of the VRC algorithm in a linearized model. From the results of our analysis, we provide a design guideline for the system to remain stable. We show the validity of our analysis and the effectiveness of the VRC algorithm compared to RED, PI, REM and AVQ algorithms through ns-2 simulations.

I. INTRODUCTION

Considerable research has been undertaken on active queue management (AQM) for congestion control in TCP networks. The Random Early Detection (RED) gateways and many other algorithms have been proposed for AQM [1-9].

One of the most prevalent AQM algorithms is RED [1], which detects congestion using an exponentially weighted moving average of the queue length, \( \bar{q} \), and drops or marks packets proportional to \( \bar{q} \) at a router buffer before the buffer overflows. RED can prevent global synchronization, reduce packet loss rates, and minimize bias against bursty sources. It has been shown that the system’s equilibrium point is stable for proportional marking schemes like RED [10]. However, getting appropriate values of RED parameters that show good performance under different congestion scenarios remains an inexact science [11]. It was also pointed out that the average queueing delay and throughput are sensitive to traffic load and control parameters.

To overcome these shortcomings of RED and to design a robust controller for AQM, the proportional-integral (PI) control algorithm [4] and Random Exponential Marking (REM) [3] has been recently proposed. The PI algorithm is proposed based on classical control system techniques and REM is proposed based on the approach from an optimization standpoint. The PI algorithm marks packets with probabilities proportional to the difference between the current instantaneous queue length and the target length and to its accumulation (time integral). While RED uses average queue length for congestion control, the PI algorithm uses instantaneous queue length. REM aims to stabilize both the input rate and queue length (“match rate, clear buffer”) regardless of the number of users sharing the link. In order to achieve this, REM introduces a variable, price, as a congestion measure: REM decouples congestion measure from performance measure such as loss, queue length. The price is updated using the rate mismatch (i.e., the difference between the input rate and the output link capacity) and the queue mismatch (i.e., the difference between the queue length and its target value). It has been proven that the input rate converges to the link capacity and the queue length approaches its target value (zero) [12], [13]. However, when we consider the update rule of the price, REM is similar to PI algorithm, i.e., the control law of REM depends on the queue length mismatch and its accumulation (i.e., discrete-time integral) rather than queue length mismatch and rate mismatch, on which the update rule depends. This integral action of REM and PI algorithm can result in slow response to abrupt traffic changes.

Another AQM algorithm, the Adaptive Virtual Queue (AVQ) algorithm [5] utilizes a virtual queue to make the input rate achieve the desired utilization. When the virtual queue overflows, packets in the real queue are dropped or marked. This algorithm basically uses the rate mismatch and regulates utilization instead of the queue length as done in the RED, REM and the PI algorithms.

We have proposed the virtual rate control (VRC) algorithm [14] to regulate the queue length with small variation and to achieve high utilization with small packet loss in different network conditions and dynamic traffic changes. Since the algorithm is based on rate control, i.e., the marking probability is primarily proportional to the queue occupancy rate, the VRC algorithm can achieve a rapid response to traffic fluctuations. The virtual target rate is adopted to maintain the equilibrium input rate around the link capacity and to regulate the queue length.

This paper makes the following contributions: (1) we analyze the stability of the VRC algorithm with TCP dynamics from a control-theoretic standpoint, (2) using the result of analysis, we derive the parametric ranges that can make the system remain stable and present simulation results to validate the analysis.

The rest of the paper is organized as follows. Section II introduces the VRC algorithm briefly. We analyze the stability of the VRC algorithm using the linearized model of TCP dynamics in Section III. In Section IV, we present simulation results to verify the validity of the stability analysis and compare the performances of the VRC algorithm with RED, PI, REM, and AVQ. Our conclusions follow in Section V.

II. VIRTUAL RATE CONTROL ALGORITHM

To maximize link utilization and regulate the queue length effectively, it is desired that the aggregate input rate is kept equal to the output link capacity. An excess of the input rate over the output link capacity should be quickly compensated for before it affects the queue length and leads to buffer overflow, which can result in low utilization. Furthermore, the difference between input rate and output link capacity results in the variation
of the queue length and this variation is related to delay jitter. The rate control can regulate the queue length and reduce delay jitter. Instead of queue control, consider a proportional rate control which can keep the input rate around a given target rate as follows:

\[ p(t) = [\alpha(r(t) - r_i(t))]^+ , \alpha > 0. \] (1)

Here \( p(t) \) is the marking probability, \( r(t) \) is the aggregate input rate of the queue, \( r_i(t) \) is the target rate, and \( [.]^+ = \max(\min(., 1), 0) \). One can simply take the target rate \( r_i(t) \) as the link capacity \( C \) to maximize the throughput. However, instead of a constant target rate a modified target rate is adopted in order to keep the queue length \( q(t) \) around the target queue length \( q_i \). The target rate is set as the sum of the link capacity and the difference between \( q_i \) and \( q(t) \).

\[ r_i(t) = C + \gamma(q_i - q(t)), \gamma > 0. \] (2)

If the queue length becomes smaller than its target, there is more room to accommodate packets and target rate increases. Otherwise, if the queue length grows and becomes larger than its target, target rate decreases. By rewriting (1) with (2), the marking probability becomes

\[ p(t) = [\alpha((r(t) - C) + \gamma(q(t) - q_i))]^+. \] (3)

The marking probability (3) is a weighted sum of the rate difference \( r(t) - C \) and the queue length difference \( q(t) - q_i \), similar to the price of REM: REM updates the price to minimize the rate mismatch and queue mismatch. However, REM responds slowly to network congestion compared to (3) because the update rule of REM depends on the accumulations of these mismatches, while (3) depends on current mismatches.

However, the rate control (1) and (2) cannot ensure that the input rate converges to the link capacity in equilibrium. To explain this discrepancy, the overall steady-state TCP behavior is considered using a graphical method. Fig. 1 illustrates the equilibrium of the marking probability and the input rate when the rate control (1) is applied for congestion control. In Fig. 1, the throughput \( U(p) \) is assumed to be a strictly decreasing function of \( p \), i.e., the throughput decreases as the marking probability increases. The equilibrium point \( (p^*, r^*) \) is at the intersection of (1) and \( U(p) \). In Fig. 1, the equilibrium input rate \( r^* \) is greater than the equilibrium target rate \( r_i^* \), and consequently there is always a rate error at equilibrium.

To compensate for this rate error, the concept of a virtual target rate is introduced. Instead of using \( r_i(t) \) in (1), the virtual target rate \( r_v(t) \) is adopted to match \( r^* \) with \( r_i^* \).

\[ p(t) = [\alpha(r(t) - r_v(t))]^+ \] (4)

The virtual target rate \( r_v(t) \) is updated to minimize the difference between \( r(t) \) and \( r_i(t) \) as follows:

\[
\begin{align*}
    r_v(t) &= r_i(t) - \Delta r_v(t), \quad t = nT_s \\
    \Delta r_v(t + T_s) &= \Delta r_v(t) + \beta T_s (r(t) - r_i(t)), \quad \beta > 0
\end{align*}
\] (5)

where \( T_s \) is the sampling interval and \( r(t) \) can be estimated using the algorithm in [15]. The complete algorithm can be implemented as the following pseudo code.

\[
\begin{align*}
    &\text{At every sampling instant} \\
    &1. \text{/* calculate the target rate } r_i */ \\
    &2. r_i \leftarrow C + \gamma * (q_i - q) \\
    &3. \text{/* calculate the virtual target rate } r_v */ \\
    &4. \Delta r_v \leftarrow \Delta r_v + \beta * T_s * (r - r_i) \\
    &5. r_v \leftarrow r_i - \Delta r_v \\
    &6. \text{/* calculate the marking probability } p */ \\
    &7. p \leftarrow \alpha * (r - r_v)
\end{align*}
\]

To show that the input rate converges to the target rate with (4) and (5), consider the rate error \( e_v(t) = r(t) - r_i^* \) in equilibrium. For the discrete-time, \( e[n] = e(nT_s) \) decreases with time, i.e.,

\[
\frac{e[n+1]}{e[n]} = \frac{1 - \alpha \Delta U(p)}{1 - \alpha (1 + \beta) \Delta U(p)} < 1
\] (6)

where

\[
\Delta U(p) = \frac{U(p[n+1]) - U(p[n])}{p[n+1] - p[n]} < 0.
\] (7)

Here, \( \Delta U(p) \) is a linear approximation of the slope of \( U(p) \). Since \( U(p) \) is assumed to be a strictly decreasing function, (7) holds and consequently the ratio \( e[n+1]/e[n] \) becomes smaller than one, i.e., \( e[n] \) goes to zero as \( t \to \infty \) and \( r(t) \) converges to \( r_i^* \).

### III. Stability Analysis

In this section, we will analyze the stability of the VRC algorithm combined with TCP dynamics. We adopt the fluid-based TCP dynamic model [16]. For the sake of simplicity, we ignore the slow-start and time-out mechanism of TCP. The simplified model is as follows:

\[
\begin{align*}
    \dot{W}(t) &= \frac{1}{R(t)} - \frac{W(t)W(t - R(t))}{\alpha R(t - R(t))} p(t - R(t)), \\
    \dot{q}(t) &= N(t) \frac{W(t)}{R(t)} - C.
\end{align*}
\] (8)

Here, \( W(t) \) [packets] and \( q(t) \) [packets] are the window size and the queue length, respectively. We assume that the round-trip time \( R(t) \) [sec] and the number of TCP connections \( N(t) \) are constant, i.e., \( R(t) = R \) and \( N(t) = N \), and consider the aggregate input rate \( r(t) \) [packet/sec] instead of window size \( W(t) \) as \( r(t) = N W(t) / R \). Now, we can rewrite the differential equations (8) with respect to \( r(t) \) and \( q(t) \).

\[
\begin{align*}
    \dot{r}(t) &= \frac{N}{R^2} - \frac{1}{\alpha N} r(t) r(t - R) p(t - R), \\
    \dot{q}(t) &= r(t) - C.
\end{align*}
\] (9)

The input rate \( r^* \) at equilibrium can be obtained by setting \( r(t) = 0 \) in (9). In order to make \( r^* \) agree with the steady-state throughput of TCP [17], i.e., \( \sqrt{(3/2) / p^*} / R \) for a single
source, the constant $\alpha$ is set to $3/2$. On the other hand, the marking probability of VRC can be represented as

$$p(t) = \alpha(t - C) + \alpha(\beta + \gamma)(q(t) - q_i) + \alpha\beta\gamma z(t), \quad (11)$$

$$\dot{z}(t) = q(t) - q_i. \quad (12)$$

from (4), (5) and (10). Defining the error of queue length as

$$e(t) = q(t) - q_i, \quad (11)$$

can be written as

$$p(t) = K_P\dot{e}(t) + K_Pe(t) + K_I \int_0^t e(\tau)d\tau. \quad (13)$$

Note that this is a Proportional-Integral-Derivative (PID) type control with respect to queue length error with $K_D = \alpha, K_P = \alpha(\beta + \gamma)$ and $K_I = \alpha\beta\gamma$. From (11) and (13), it can be observed that $\beta$ and $\gamma$ can be extended to have complex conjugate values, keeping $K_P$ and $K_I$ real. Compared to PI and REM algorithm, the proposed algorithm can achieve more rapid response due to the introduction of differentiation action. Hence the proposed algorithm is a generalized form of PI and REM algorithm.

At the equilibrium points of the model (9),(10) and (12),

$$r^* = \frac{C_i}{1 + \tau_1 R}, \quad q^* = q_i, \quad z^* = \frac{\tau_1 R}{K_D} = \frac{\tau_1 R}{\alpha(\beta + \gamma)}.$$  

(14)

From (14), it is apparent that the VRC algorithm makes the input rate and the queue length converge to the link capacity and the target length, respectively.

In order to linearize the non-linear model (9),(10) and (12) at the equilibrium point; we let $r(t) = r^* + \delta r(t)$, $q(t) = q^* + \delta q(t)$, $z(t) = z^* + \delta z(t)$. The linearized model around $(r^*, q^*, z^*)$ can then be written as follows:

$$\dot{\delta r}(t) = -A_1\delta r(t) - A_2\delta q(t) - A_3\delta z(t) - R,$$

$$\dot{\delta q}(t) = -\delta r(t),$$

$$\dot{\delta z}(t) = \delta q(t),$$

(15)

where $A_1 = \tau_1, A_2 = \tau_1 + K_D\tau_2, A_3 = K_P\tau_2, A_4 = K_I\tau_2,$ and $z_1 = N/R, z_2 = C_i/\alpha N$.

**Theorem:** Assuming that delay-bandwidth product is greater than the number of TCP connections, i.e., $RC > N$, the approximated system of (15) is stable if the positive constants $K_D, K_P$ and $K_I$ satisfy

$$K_D > \frac{2(2R - \tau_1 - \tau_1^2 R)}{(1 + \tau_1 R)\tau_2}, \quad (T1)$$

$$\frac{4}{\tau_2} < K_P < K_1/\tau_2 R, \quad (T2)$$

$$K_I < K_P < K_2/1 + \tau_1 R, \quad (T3)$$

$$K_3K_P < K_I < K_4K_P, \quad (T4)$$

where,

$$K_1 = (1 + \tau_1 R)(2\tau_1 + K_D\tau_2),$$

$$K_2 = \frac{(2\tau_1 + K_D\tau_2)^2}{1 + \tau_1 R},$$

$$K_3, K_4 = \frac{K_2(1 + \sqrt{1 - 4/K_P\tau_2})}{2}.$$  

(1 Later this paper has been accepted for presentation, we have noticed that the PID control structure has been proposed using a different approach in [9].

**Proof:** The details of the proof are given in Appendix.

We analyze the effect of feedback delay (i.e. round-trip time), link capacity and the number of flows on the stability of the system. The conditions $(T2)$ and $(T3)$ can be written in terms of $R, C$, and $N$ as

$$K_P < \frac{1}{R} \left(1 + \frac{N}{RC} \right) \left(\frac{K_D + \frac{2\alpha}{\gamma} \frac{N}{RC}}{R} \right)^2 \quad (T2')$$

$$K_I < K_P \left(\frac{C_i}{\alpha N} + \frac{2aN - C^2 R}{aR(RC + N)} - \frac{K_P R^4 C^4}{R(RC + N)^4} \right). \quad (T3')$$

From $(T2')$ and $(T3')$, it is shown that the upper bounds of $K_P$ and $K_I$ decrease as $R$ or $C$ increases and consequently the upper bound of $(T4)$ also decreases.

We calculate and plot the stability region for $K_D = 0.0001$ and $K_P = K_I = 0.001$ in Fig. 2: the region below the curve is stable. From Fig. 2, we can see that the region of system stability decreases as the delay or capacity increases and the number of flows decreases. This agrees well with the results in [5], [18].

**IV. SIMULATION**

To verify the validity of our analysis and compare the performance of the VRC algorithm with other AQM algorithms, we conducted simulations using the ns-2 network simulator. A simple bottleneck network configuration was implemented consisting of two routers and a number of TCP connections. The routers are connected through a link of capacity 10 Mb/s. The target queue length at the bottleneck router is set to 50 packets, and the allocated buffer size is set to 100 packets. The average packet length is set to 1000 bytes. We use TCP-Reno as the default transport protocol and ECN marking [19] instead of dropping packets.

**A. Simulation 1: For the validity of analysis**

In this simulation, we verify the validity of our analysis. For fixed $K_P=0.0003, N=100, C=10$ Mb/s and several $R=0.2s, 0.3s, 0.4s$, we plot the boundaries of $K_P$ and $K_I$ that satisfy $(T1)-(T4)$ in Fig. 3. Also, via simulation, we measure several sets of $K_P$ and $K_I$ for $R = 0.2s(\square), 0.3s(\bigcirc), 0.4s(\triangle)$ at which the system remains stable. Here, the set of $K_P$ and $K_I$ is obtained by increasing $K_I$ at fixed $K_P$ until the queue length consistently oscillates from zero to the maximum buffer size.
As shown in Fig. 3 (log-scale), the region of system stability rapidly decreases as the delay increases. Some quantitative differences are shown between the results of analysis and simulation, which may be attributed to the linearization and Padé approximation. However, the trend of change of both $K_P$ and $K_T$ is similar to the analytic results at fixed $R$. Also, $K_P$ and $K_T$ reduce as $R$ increases, which agrees with our analysis. Thus, the conditions $(T1)-(T4)$ can be used as an effective guideline for designing parameters.

B. Simulation 2: For dynamic traffic

We focus on the responsiveness of the VRC algorithm to dynamic traffic and on the variations of queue length, and investigate both the input rate and the queue length when some of the TCP connections are off and then on for some period. Initially at $t = 0$ s, 100 TCP connections are established, and then 50 TCP connections are dropped at $t = 100$ s. At $t = 200$ s, another 100 TCP connections are established. The propagation delay between the two routers is set to be uniformly distributed between 25 ms and 75 ms. To satisfy the stability conditions $(T1)-(T4)$ with $N = 100$ and $R = 0.1$ s, we set the parameters of VRC as $\alpha = 0.0003$, $\beta = 3$, $\gamma = 5$ (i.e., $K_D = 0.0003$, $K_P = 0.0024$, $K_J = 0.0045$) As shown in Fig. 4, both the input rate and the queue length remain at around the link capacity (10 Mb/s) and the target queue length (50 packets) respectively, even during an abrupt traffic change.

C. Simulation 3: For static traffic

In this simulation, we focus on the queuing delay, the delay jitter, and the utilization and packet loss rate for static traffic, and compare these performances of VRC with those of RED, PI, REM, and AVQ. Since the queuing delay and the delay jitter are closely related to the queue length and its variation, we measure the average queue length and its standard deviation. We also measure the throughput and packet loss rate. Furthermore, in order to test the robustness of the algorithms for traffic load we change the number of TCP connections and perform the simulation repeatedly. The parameters of VRC are the same as in Simulation 2. Others are set to $\min_t h = 20$, $\max_t h = 80$ for RED, $a = 0.000304$, $b = 0.00003$, $w = 100$ for PI, $\phi = 1.002$ for REM, $\gamma = 1.0$ for AVQ and others that are not addressed are set to their default values.

As shown in Fig. 5, the average queue length of RED and AVQ are sensitive to traffic load, while those of REM, PI and VRC do not change appreciably from the target length regardless of the number of connections. The average queue length of RED becomes larger as the number of connections increases. AVQ maintains a small average queue length, however, this depends on the number of connections, because the AVQ does not control the queue length directly.

Fig. 5 also shows that the standard deviation of the VRC is smaller than those of the other algorithms, in most cases. Since the VRC algorithm uses rate information as well as queue length information, it can compensate for the rate variation even before the variation affects the queue length, consequently queue length variations can be reduced.

Next, the throughput and loss rate are investigated. As shown in Fig. 6, the throughput of VRC is higher than other algorithms, and it is relatively constant, while those of the other algorithms drop when the number of connections is small. RED performs poorly compared with the other algorithms. Because AVQ queue length is small, its queue is sometimes empty, leading to lower utilization than PI, REM or VRC. The packet loss rates of PI, AVQ and VRC are nearly the same, and they show better performance than the other algorithms. When the traffic is heavy, the loss rate of RED is substantially higher than those of the other algorithms.

These simulation results show that VRC has a consistent queuing delay, high utilization and a low loss rate regardless of the traffic load.

V. CONCLUSION

The stability of the VRC algorithm, which is based on a rate control to improve response to changing traffic load with high utilization and small loss and delay, has been analyzed in terms of control parameters. From the results of our analysis, we have presented a design guideline of control parameters for system stability. The guideline has been shown to work well by simulation. The simulation results also have shown the effectiveness of the VRC algorithm regardless of the change of traffic load.

REFERENCES


Feedback control of

Fig. 5. The average and the standard deviation of the queue length of RED(+), PI(×), REM(△), AVQ(○) and VRC (■)


APPENDIX

We analyze the stability of the linearized model (15) using its characteristic equation. By taking the Laplace Transform of (15), we obtain the characteristic equation

\[s^5 + A_1 s^4 + e^{-Rs}(A_2 s^3 + A_3 s^2 + A_4) = 0.\] (A-1)

Using the Padé approximant for the time delay, i.e., \(e^{-Rs} \approx 1/(1 + Rs)\) [20]. In the low frequency region, the Padé approximant is effective, and the resulting approximation of (A-1) is

\[s^4 + a_1 s^3 + a_2 s^2 + a_3 s + a_4 = 0.\] (A-2)

where \(a_1 = A_1 + 1/R, a_2 = (A_1 + A_2)/R, a_3 = A_3/R, a_4 = A_4/R\). Since (A-2) is the characteristic equation of a linear time-invariant system, we can apply the Routh-Hurwitz stability criterion [20]. The necessary and sufficient conditions for the approximated system to be stable are

\[a_1 a_2 - a_3 > 0,\] (C1)
\[a_3 a_2 - a_4 - a_2^2 a_4 > 0,\] (C2)
\[a_1 a_4 (a_1 a_2 - a_3) - a_2^2 a_4 - a_3 (a_1 a_2 - a_3)^2 > 0.\] (C3)

Proof of Theorem: We will show that the set of conditions (T1)-(T4) is derived from the set of \((C1),(C2)\) and \((C3)\). Starting with any positive \(K_D\) satisfying \((T1)\), we take \(K_P\) satisfying \((T2)\). We can easily find that the right inequality of \((T2)\) is identical to \((C1)\). Here, \((T1)\) is introduced to make the upper bound of \((T2)\) greater than its lower bound. For fixed \(K_P\) and \(K_P\), we can derive conditions from \((C2)\) and \((C3)\) in terms of \(K_I\). The condition \((T3)\) can be directly derived from \((C2)\). Note that the term on the right-side of \((T3)\) is greater than zero, i.e., \(K_I > 0\), which is ensured by the right inequality of \((T2)\).

Next, \((C3)\) can be written in terms of \(K_P\) and \(K_I\) as

\[K_I^2 - K_P K_I + K_P^2 \frac{\tau_2}{\tau_2} < 0.\] (C3’)

Having determined \(K_D\) and \(K_P\) satisfying \((T1)\) and \((T2)\) respectively, we can consider \((C3’)\) as a second-order inequality with respect to \(X = K_I\). Defining \(F(X)\) as \(F(X) = X^2 - K_P K_I X + K_P^2 \frac{\tau_2}{\tau_2}\), we will show that \((T4)\) is equivalent to \((C3’)\), i.e., there exists an interval of \(X\) satisfying \(F(X) < 0\).

Note that the axis of symmetry of \(F(X)\) lies in the right-half plane, i.e., \(K_P K_I / 2 > 0\), since \(K_P\) is positive. The fact that \(F(0) = \) positive, together with the left inequality \(K_P > 4/\tau_2\) of \((T2)\), guarantees that \(F(X) = 0\) has two positive real roots \(K_P K_I / 2\). Thus, \(F(X) < 0\) for \(X \) between \(K_P K_I / 2\) and \(K_P K_I / 4\).

Finally, we have to show that there exists an intersection between \((T3)\) and \((T4)\). Making the assumption that \(RC > N\), the axis of the symmetry is smaller than the upper bound in \((T3)\), i.e., \(K_P K_I / 2 < K_P K_I / (1 + \tau_2 R)\), therefore, there always exists a \(K_I\) satisfying both \((T3)\) and \((T4)\). Consequently, the set of conditions \((T1)-(T4)\) satisfies \((C1)\), \((C2)\) and \((C3)\) and it is sufficient condition for the approximated system to be stable.