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Abstract—Concurrent multipath transport layer mechanisms have gained recently increasing interest in research and standardization because of the potential for bandwidth aggregation, load balancing and increased reliability. Multihomed end devices may benefit from IP-based multipath protocols like Multipath TCP or Concurrent Multipath Transmission via SCTP. In the future, concurrent multipath transport might be transparent to network and transport layer protocols as proposed by the concept of Transport Virtualization. This mechanism enables the pooling of heterogeneous transmission technologies or physical paths. However, the selection and application of multiple paths and its impact on the transmission is non-intuitive. Our prior work on transport virtualization discussed the impact of delay diversity of pooled paths on concurrent data transmissions. A mathematical model was introduced enabling the analysis of packet re-ordering that occurs due to different path delays. In this paper we extend our investigations by validating the previously presented analytical and simulative models with measurements performed in Planetlab Europe and the Etomic testbed.

I. INTRODUCTION

Multipath transmission techniques and protocols on transport layer have gained increasing interest in standardization and research. This trend is mostly driven by multihomed end user devices like smartphones, tablets or netbooks. The most popular protocols currently under development are Multipath TCP (MPTCP) [1] and Concurrent Multipath Transmission-SCTP (CMT-SCTP) [2]. The main benefits of these state-of-the-art transport protocols are their potential for bandwidth aggregation, increased reliability, load balancing, and joint congestion control [3].

All these multipath transport concepts have one thing in common. They logically build a new, pooled transport resource out of several transport resources, typically with different resource characteristics like capacity or transmission delay. In Future Networks, such concepts might be transparent to network or transport layer protocols as proposed by the concept of Transport Virtualization (TV) [4] or possible extensions of MPLS [5].

However, the impact of the dissimilarity of the different used resources on the pooled transport resource is a fundamental problem and motivates the design of appropriate functions for selecting the best set of available resources. Furthermore, different scheduling mechanisms on the utilized paths might influence the system performance.

These problems are typically addressed with analytical or simulative models. For the case of Transport Virtualization, such models were introduced enabling the analysis of packet re-ordering that occurs due to different path delays. Although first results on the impact of different varying path delays on the re-ordering probability have been attained, these theoretical models still lack validation and their limitations are still unknown.

The validation of theoretical models in local laboratories is possible but those laboratories suffer from scalability limits since physical distances and the number of resources are limited. Also the acquisition of specific measurement equipment for performing highly accurate measurements is often difficult due to the high costs of such hardware. A possible solution is the utilization of experimental facilities as provided by the European FIRE program. It provides the required scalability features and allows the use of special equipment like the ETOMIC nodes [6].

The aim of this paper is the validation of the theoretical models of Transport Virtualization with measurements conducted in experimental facilities. These models allow a computation of the re-sequencing buffer and the end-to-end delay out of the path capacity and the path delay distribution. For that the TV mechanisms were implemented and an adequate amount of measurements were conducted.

The reminder of this paper is structured as follows. Section II discusses different multipath transport mechanisms, summarizes common problems and introduces experimental facilities used in the following. In Section III, we detail the investigated system and describe the performance metrics. After that we focus on the validation methodology in Section IV. The results are presented in Section V and the paper is concluded in Section VI.
II. BACKGROUND AND RELATED WORK

In this section we shortly summarize different multipath transport mechanisms and introduce experimental platforms.

A. Multipath Transport Mechanisms

This section presents a short overview of different multipath transmission techniques and highlights similarities between the different approaches.

1) Multipath TCP: Multipath TCP is an extension of TCP for the usage over multiple available paths and is currently discussed within the IETF working group MPTCP [1]. It enables the usage of multiple paths and ensures fairness in case of shared bottlenecks. This is achieved by a coupled congestion control of the single TCP connections over each path, cf. [7]. Currently different implementations of Multipath TCP are discussed within the IETF, for instance Multipath TCP [8] or Multi-Connection TCP (MCTCP) [9]. However, they mainly discuss implementation details on kernel level and do not change the coupled congestion control schema as presented in [10]. Performance questions how different path characteristics like bandwidth and packet end-to-end delay influence the overall performance are not discussed in detail yet.

2) SCTP-CMT: The idea to use SCTP-multihoming for transmitting data concurrently via different paths was published in 2004 by Iyengar et al. [11]. An evaluation of the presented SCTP extension in [12] revealed problems occurring in case of multipath transmissions and introduced additional mechanisms to solve these problems. However, for the case of dissimilar path characteristics like latencies and available bandwidth, buffer blocking at the sending and receiving buffer occurs and has to be solved, as discussed in [13]. Currently, the standardization of SCTP-CMT is discussed within the IETF Transport Area WG, cf. [2].

3) Transport Virtualization: The concept of Transport Virtualization (TV) enhances the capabilities of future networks. TV can be considered as an alternative mode of Network Virtualization (NV) [14]. While NV typically facilitates the sharing of resources, TV creates virtual resources (e.g. virtual links) based on the aggregation of resources [14]. To cope with out-of-order arrivals which occur inevitably in case of concurrent multipath transmissions, a re-sequencing buffer is introduced. In [4], a theoretical model is introduced which allows the computation of the buffer occupancy with regard to the path delay distributions of the involved paths.

4) Similarities: The mentioned multipath approaches share the fact that different path capacities or latencies may lead to performance degradations due to buffer blocking or additional delays due to re-sequencing mechanisms. The impact of this performance degradation might be reduced by appropriate selection strategies in case of different path characteristics or appropriate scheduling mechanisms on the different paths. However, these issues are not yet addressed as can be seen in [2], where the section about scheduling is missing. An initial discussion in this direction and a generic mathematical modeling can be seen in a previous work [4] where appropriate path selection mechanisms were discussed.

B. Experimental Platforms

Large research programs in the US, Europe and Asia work on the establishment of global experimental facilities for future Internet research. Examples are the GENI program in the US and the FIRE program in Europe. Many nations also have own national programs to support experimental research (G-Lab in Germany, F-Lab in France, etc.). PlanetLab Europe is the European part of the worldwide experimental platformPlanetLab. PlanetLab forms an overlay of machines which are spread around the world and can be reserved by PlanetLab users to perform global-scale experiments. PlanetLab Europe is administered by the PlanetLab Europe Office in Paris and is supported by the European Project OneLab2. PlanetLab Europe integrates further technologies like wireless testbeds and platforms for disruptive Future Internet research like autonomic communication, delay tolerant networks and packet switched networks in the platform to make such technologies available for scientists. The PlanetLab Europe testbed is federated with PlanetLab Central, PlanetLab Japan, and other experimental facilities (e.g. wireless testbed NITOS, measurement infrastructure ETOMIC [6], and others). PlanetLab Europe provides highly sophisticated control and monitoring functions to support the needs of experimental-driven research. The OneLab2 project has developed a measurement solution that integrates passive and active measurements, the Advanced Network Monitoring Equipment (ANME), which is specified in [15]. Sophisticated active measurements are supported by the federation of PlanetLab with the world-wide measurement infrastructure ETOMIC. PlanetLab Europe also supports passive multipoint measurements to follow the path that packets take in the network (multi-hop packet tracking) and allows resource controlled measurements enabled by sampling technologies.

III. SYSTEM DESCRIPTION AND PERFORMANCE METRICS

In this section, we briefly present the system setup for the multipath experiments and detail the performance metrics. The investigated multipath system is based on Transport Virtualization as described in [16]. For the validation of the models we decided to setup a concurrent multipath transmission via two paths as shown in Figure 1. Due to different path characteristics, the packets experience a different delay. Furthermore, this delay may vary due to volatile network congestion. Thus, the packets arrive unordered at the destination. In order to resolve this issue, a buffer is introduced enabling packet re-sequencing. This however leads to an additional waiting time which increases the experienced end-to-end delay of the packets.

With respect to this system, we have the following input parameters:

- **Capacity** describes how many packets are transmitted per time unit over a path. In our experiment one packet is transmitted every 10 milliseconds.
• scheduling describes how the packets are transmitted over the different paths. In this paper, we investigate a scheduling which transmits a packet per time unit over both paths. At time \( t \) packet \( 2i + 1 \) is transmitted via the first path and packet \( 2i + 2 \) via the second path.

• path selection depicts the influence of different path selection strategies on the system. To design appropriate selection mechanisms, a deep analysis of the system behavior has to be performed. Since the purpose of this paper is to validate the theoretical models and investigate the end-to-end delay this input parameter is omitted.

• path delay distribution depicts the distribution of the delays each packet experiences. The delays may vary and can be combined to a path delay distribution / histogram. In this paper, we investigate different transmission paths from source to destination leading to different delays.

• buffer size illustrates the size of the re-sequencing buffer. For the course of this work we assume this buffer to be infinite, i.e., packets are not lost.

The above mentioned input parameters have an impact on the following performance metrics:

• buffer occupancy describes the number of packets which are stored in the buffer. The buffer occupancy is investigated every time unit.

• waiting time describes the additional waiting time introduced by the buffering. Due to the high correlation of this metric with the buffer occupancy, we omit this metric during the course of this work.

• end-to-end delay depicts the perceived delay for each packet combing its path delay and its waiting delay.

In the following, we present an evaluation of this system by means of measurements, simulation [17], and analysis [4] in order to validate our prior theoretical investigations. In the next sections we outline the different evaluation methods.

IV. METHODOLOGY

The methodology to cross validate our simulator and the analytical model relies on measurements conducted in the PlanetLab Europe testbed. It is illustrated in Figure 2 and described in detail in the following.

A. Analysis

Generic relationships between input and output parameters of a system are usually investigated with analytical methods since they enable a broader investigation than simulations on an abstract level. For the investigated multipath system we adapted the methodology of Nebat and Sidi [18] and performed an evaluation on the influence of different path characteristics on the buffer occupancy, [4]. With the performed measurements we can validate these investigations. However, the analytical approach lacks the possibility to investigate the perceived end-to-end delay and, as we will see later, correlated path delays.

B. Simulation

In order enable a broader investigation of different input parameters on the system behavior, a prior work investigates a simulative approach, cf. [17]. This simulation framework was ported to the OMNeT++ simulator and provides the possibility to be used with arbitrary path delay distributions. Further, we enhanced it to be used with delay time series as measured within the ETOMIC experiments and to investigate the end-to-end delay on packet level. With these enhancements, we can easily validate our simulation with the performed measurements in the PLE/ETOMIC testbed and investigate the influence of predefined scenarios on the buffer occupancy and the end-to-end delay.

C. Measurements

Our measurement setup consists of a source, a destination, and different paths between source and destination. The packet forwarding was realized by application layer packet forwarding. For measuring the one way delays between source and destination we relied on ETOMIC nodes with DAG cards. These nodes provide high precision GPS synchronized timestamps with an accuracy of nanoseconds, cf. [6]. As source and destination node we used the ETOMIC nodes located in Pamplona and Budapest. The application layer packet forwarding was realized on PlanetLab Europe hosts located in Ireland, China, Canada and Brazil. We investigate three different multipath transmission scenarios each with two paths:

• Brazil-Ireland respectively via nodes located at RNP - Para and Waterford Institute of Technology. The purpose of this experiment was to investigate the system behavior...
V. RESULTS

A. Investigated One Way Path Delays

We start with illustrating typical time series and typical path delay frequencies of the first scenario, a multipath transmission via Brazil and Ireland. After that we discuss the path delay distributions for the other scenarios. Results for the first scenario, Brazil-Ireland, are depicted in Figure 3. The experienced one way delay for each packet, i.e. the delay time series, is depicted in Figure 3(a). It can be seen that the one way delay of packets routed via Ireland is significantly lower than the one way delay of packets routed via Brazil. Further, the delay variation on the path via Brazil is higher since packets experience delays between approximately 310 ms and 420 ms. The results are also depicted as cumulative frequencies in Figure 4(b). We see that about 90% of the packets on the path via Brazil experience a similar one way delay of around 310 ms and that the rest of the packets experience higher one way delays. In contrast, the path via Ireland is rather constant and the delay gap between both paths is around 260 ms. Due to the constant inter departure time of 10 ms of packets on each path, we expect that the buffer is always filled with more than 20 packets for this scenario.

The cumulative one way delay frequencies for the other scenarios are depicted in Figure 4. As explained in Section IV, we chose the multipath scenario via China - Canada because of the expected similar one way delays. The measurements are illustrated in Figure 4(a). It can be seen that the gap between the path delay frequencies is around 100 ms, smaller as in the Brazil - Ireland scenario. Thus, we expect a smaller minimum number of packets which are always stored in the re-sequencing buffer. Further, it can be seen that the delay variation is small for both paths. The one way delay frequencies for the third scenario with both paths via Brazil are depicted in Figure 4(b). It can be seen that the one way delays for the path via Rio are shorter than for the path via Para. Further, the delay variation on each of the utilized paths is higher than in the other scenarios.

B. Validation of the Buffer Occupancy

In this subsection, we investigate the re-sequencing buffer occupancy for the different scenarios. Due to the number of measurements we show for each scenario an experiment with a close match of measurements, simulations and analysis and the scenario with the worst match. For describing the goodness of fit between measurement / analysis and measurement / simulation we computed the mean squared errors (MSE) between the curves. The re-sequencing buffer occupancies, depicted on the x-axis, are illustrated as cumulative relative frequencies $F_c$, depicted on the y-axis. The MSE’s for all experiments will be investigated in V-B4.

![One way delay time series](image1)
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(a) Brazil - Brazil

(b) China - Canada

Fig. 3. One way delay measurements for Brazil - Ireland

For a setup with a low and a high delay path, i.e. the path characteristics are very different.

- **China-Canada** respectively via nodes located at PLA University of Science and Technology and University of Waterloo. We choose this setup for evaluating the system with two paths with similar delays, i.e. a very homogeneous scenario.
- **Brazil-Brazil** respectively via nodes located at RNP - Para and RNP - Rio de Janeiro. In this scenario we also expect very similar delays for both paths. However, since we sent packets from Europe via two nodes in Brazil the packets are sent partly via the same link. If this is a bottleneck link we can observe the influence of a shared bottleneck on the multi path transmission mechanism.

For each scenario, we conducted 14 experiments and transmitted 100,000 packets per path, that means 200,000 packets in total, with constant inter departure times of 10 ms, as described in Section III. Each packet contains a unique id. Thus, packets with odd ids were sent via the first path and packets with even ids via the second path. In case of lost packets on a path, e.g. packet 7 arrives after packet 3 on the first path and hence packet 5 is missing, we play out all packets in the buffer including the last successfully arrived packet, e.g. packet 7. This is a valid approach since we can confirm with our measurements that no packet reordering on a single path occurred. It should be noted that the experimental setup was very complicated since the different paths had to be set up manually.

With measurements, the true system behavior can be investigated which implies a high reliability of the gained results. However, the number of possible scenarios are limited. For our experiment, we cannot affect the network conditions on the different paths. We rather have to check that different configurations involve different path delays and thus a different system behavior.
1) Brazil - Ireland: The first scenario to discuss is for a path via Brazil and one path via Ireland. The results for two experiments, one with a good match of the models and one with the worst match, are depicted in Figure 5. It can be seen that due to the high delay difference of the used paths the resequencing buffer is always filled with at least 20 packets. The closest match between models and measurements according to MSE is depicted in Figure 5(a). The computed MSE between measurements and simulation $mse_{sim} \approx 0.0004$ and between measurements and analysis $mse_{ana} \approx 0.0007$. The differences between measurements and simulations can be explained by the fact that for the measurements the inter-departure times for the packets on a specific path are not constant but varying slightly. This is not reflected by the simulation. Another effect only happening in the measurements is that a transmission time is skipped and at the next transmission time two packets are sent. The analysis uses the histogram as input parameter and not the time series which constitutes a strong abstraction and thus explains the gap between measurements and analysis.

The scenario yielding the highest MSE and thus to the highest difference between measurements and the models is depicted in Figure 5(b). However, it can be seen that the simulation still matches the measurements pretty good, and that the analysis is also a good match for the measurements. The computed MSE between measurements and simulation $mse_{sim} \approx 0.003$ and between measurements and analysis $mse_{ana} \approx 0.004$.

2) China - Canada: In the second scenario, we investigate a path via China and a path via Canada. Again, we show the results for a scenario with a small MSE, i.e., a good match between measurements, simulation and analysis, and for a scenario with a high MSE, i.e., a worse match. The results are depicted in Figure 6. For this scenario, the buffer occupancy is lower as compared to the previous scenario. That is due to the lower difference in path delays between both paths. The computed MSE between measurements and simulation $mse_{sim} \approx 0.0002$ and between measurements and analysis $mse_{ana} \approx 0.0002$ are illustrated in Figure 6(a). In contrast, the computed MSE between measurement and analysis or simulations is higher for the experiment depicted in Figure 6(b), respectively $mse_{sim} \approx 0.001$ and $mse_{ana} \approx 0.001$. This can again be explained by the effects occurring in measurements which are not reflected by the simulation and the analysis. However, it can be seen that the theoretical models are still very close to the measurements.

3) Brazil - Brazil: In the third scenario, we examined two paths in Brazil: one via Rio, the other via Para. The results we present in detail are depicted in Figure 7. As can be seen in both subfigures, the buffer occupancy is mostly very small which is due to the similar delay magnitudes on the paths. The experiment with the lowest MSE is depicted in Figure 7(a), with $mse_{sim} \approx 0.002$ and $mse_{ana} \approx 0.001$. The MSE is higher as in the previous scenarios, but the models still fit the measurements very well. The experiment with the worst match for this scenario is depicted in Figure 7(b). Although the simulation is very close to the measurements, as also indicated by the $mse_{sim} \approx 0.002$, the difference between measurements and analysis is very high. This is also reflected by the MSE which is much higher, $mse_{ana} \approx 0.015$. Since this difference cannot be explained by minor modeling inaccuracies, we investigated the results in more detail. It turned out that for this experiment the delay correlation between both paths. In case of a high delay value on path one it is very likely that the delay value on path two is also very high and vice versa. In case of uncorrelated path delays, a high delay value on path one does not allow any prediction about the delay value on the second path. The analytical model represents the uncorrelated case which becomes very imprecise in case of path delay correlations. Due to the high delay correlation, packets on different paths experience similar delays. This means that it is very likely that missing packets arrive soon after their predecessor on the other path. Thus, the buffer occupancy
keeps much lower.

The experiment shows the limitations of the analytical model; path delay correlations are not considered and thus the model becomes imprecise for high correlations. On the other side, the values computed with the simulation are still very close to the measurements. This scenario shows the effect of a multipath transmission via a shared link on the re-sequencing buffer occupancy and the limitations of the analytical model.

4) Mean Squared Errors: In the last part of this subsection, we want to discuss the MSE values for all experiments and prove that analysis and simulation match the measurements mostly. The results for both models are depicted in Figure 8. Figure 8(a) details the results for the comparison of the measurements with the simulations. As can be seen, the MSE is always very low which means that the simulation is always very close to the measurement results. The experiments for the scenario with both paths via Brazil are worst in the comparison between the values. However, as can be seen in Figure 7, the simulation model is still very accurate. The comparison between analytical model and measurements are depicted in Figure 8(b). Concerning the scenarios via China/Canada and Brazil/Ireland, the results of the model are always very close to the measurements. The scenario with a concurrent multipath transmission via two nodes in Brazil, yields to five experiments with a MSE higher than 0.005, which is worse than the MSE of all other experiments. As discussed before this is mainly due to the path delay correlation which is $\sigma_{\text{path1,path2}} > 0.1$ for these experiments. Thus, we can conclude that we can not use the analytical model to predict the behavior of the re-sequencing buffer in case of a significant delay correlation between the involved paths.

C. Impact on the End-to-End Delay

In this subsection, we investigate the impact of different path delays on the perceived end-to-end delay which comprises the means of the path delay of a packet and the corresponding waiting time in the re-sequencing buffer. For that we check whether the simulated results match the measurements, and we investigate the influence of the path delays on the end-to-end delay. The results are depicted again as cumulative frequencies in Figure 9. A typical result for the first scenario, a multipath transmission via Brazil and Ireland, is depicted in Figure 9(a). As discussed previously, the one way delay via Ireland is much smaller than via Brazil leading to a buffer occupation of 20 packets and more, mostly packets sent via Ireland. These packets have to be stored in the re-sequencing buffer and wait for missing packets sent via Brazil. Thus, the packets sent via Brazil are mostly in sequence and thus can be played out immediately. For these packets the end-to-end delay is mostly the experienced one way delay. Accordingly, a packet sent via Ireland can be played out after the previous packet sent via Brazil arrived. Hence, the packet experiences a similar end-to-end delay which is dominated by the higher one way delay path. However, the end-to-end delay is compound of the shorter one way delay and the waiting delay. Thus, the overall experienced end-to-end delay is dominated by the path via Brazil. As a result, the cumulative end-to-end delay frequencies are very similar to the cumulative delay frequencies of the path via Brazil. Further, it can be seen that simulated end-to-end delay frequencies closely match the measured end-to-end delay. For the multipath transmission via Canada-China, depicted in Figure 9(b), and via Brazil-Brazil, illustrated in Figure 9(c) both investigations hold also. Thus, we can conclude that the simulation model predicts the perceived end-to-end delay very accurate and that the perceived end-to-end delay of each packet can be approximated fairly with the higher one way delay frequency.

VI. CONCLUSION

In this paper we validated the theoretical models designed for Transport Virtualization by measurements in experimental facilities. For that we implemented the multipath mechanism for the usage in the Etomic / Planetlab Europe testbed and performed measurements for investigating the influence of dissimilar paths, i.e. paths with different one way delays, on the multipath transmission mechanisms. For each of the three setups we performed 14 experiments where we measured the packet delays, the re-sequencing buffer occupancy and the
packet end-to-end delay. With the measured packet delays we also computed the buffer occupancy and the end-to-end delay with theoretical models.

It turned out that the theoretical models provide a good approximation of the re-sequencing buffer occupancy as long as the delay correlation between the utilized paths is lower than $\sigma_{\text{path1/path2}} < 0.1$. This holds for the presented simulative and analytical models. Additionally, it turned out that the analytical model becomes inaccurate for higher positive delay correlations. However, it can still be used as upper bound approximation since it overestimates the buffer occupancy significantly. In case of a proper dimensioning of the system it is necessary to integrate the path delay correlation in the theoretical models in order to avoid over provisioning and thus a waste of resources.

Further, we investigated the impact of different path delays on the perceived end-to-end delay with measurements and simulations. It turned out, that the simulated end-to-end delays match the measured end-to-end delays very well. Further we have seen, that for the investigated dissimilar path combinations, the path with the higher delay dominates the end-to-end delay, i.e. the delay frequencies of this path are nearly similar to the end-to-end delay. Thus, the end-to-end delay frequencies can be approximated by the delay frequencies of the path with the higher delay.

We have seen that the previously presented theoretical models can be used to compute the performance metrics buffer occupancy and end-to-end delay with measured one way delay. This increases the confidence of the theoretical models and enables the design of an appropriate resource selection for a pooled multipath transmission. Further, the impact of the dissimilar paths on the transport can be estimated before its conducted.

Network Virtualization and Network Federation enable the safe sharing and the temporal leasing of variable resources. The transmission concepts presented in this paper enable the combination of these resources dynamically. The performance models, presented in this contribution, provide performance envelopes for these mechanisms. Thus, they provide foundations for the expected performance capabilities of possible Future Internet concepts.

Future work will have to deal with a deep simulative and analytical investigation of the system. At first, the influence of positive and negative delay correlations between the utilized paths has to be analyzed in more detail. Then we have to investigate the trade-off between the impact on the end-to-end delay and the re-sequencing buffer occupancy in detail. What happens, for instance, if the utilized paths have similar one way delays. Does this have a significant impact on the end-to-end delay? Or can we still approximate the end-to-end delay with one of the delay frequencies? Last but not least it needs to be investigated if the system can be optimized by the usage of appropriate scheduling mechanisms. These investigations have to be performed with the help of the validated theoretical models, an investigation with measurements would be too demanding.
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