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Abstract

In this work, we present a generalized method for analysis of data series based on shape constraint spline fitting which constitutes the first step towards a statistically optimal method for qualitative analysis of trends. The presented method is based on a branch-and-bound (B&B) algorithm which is applied for globally optimal fitting of a spline function subject to shape constraints. More specifically, the B&B algorithm searches for optimal argument values in which the sign of the fitted function and/or one or more of its derivatives change. We derive upper and lower bounding procedures for the B&B algorithm to efficiently converge to the global optimum. These bounds are based on existing solutions for shape constraint spline estimation via Second Order Cone Programs (SOCPs). The presented method is demonstrated with three different examples which are indicative of both the strengths and weaknesses of this method.
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1. Introduction

This study was initiated in the context of qualitative analysis of trends. Such analysis concerns the abstraction of univariate or multivariate data series into qualitative descriptions. Most typically, qualitative analysis is focused on assessment of the sign of the first and/or second derivative of a time series.
To do so, a data series is segmented into contiguous episodes within which the trends underlying to a data series are determined to have the same sign of the first derivative and/or second derivative. Such a segmentation is referred to as a qualitative representation (QR). We stress here that qualitative analysis of trends does not deal with the analysis of qualitative data which constitutes a particular branch in statistics of its own [57, 8]. In what follows, we will use the term qualitative analysis for qualitative analysis of data series.

So far, qualitative analysis has primarily gained attention in the engineering literature. In this context, qualitative analysis enables to tie coarse-grained expert knowledge with automated, on-line data-based assessment tools. Typical engineering challenges attacked with this approach are process data mining [72, 85], reaction end-point detection [87, 88] and, most popularly, process fault detection and identification (FDI) [39, 69, 13, 71, 53, 84, 52]. The main advantage lies in the limited requirements for detailed process models or control design. Indeed, intuitive rule bases or tables can easily be generated and used to determine proper action once a QR of a time series is obtained [e.g., 87].

A common characteristic of the existing methods for qualitative analysis is an extensive use of heuristics and/or tuning parameters and the absence of a well-defined global objective. For instance, the wavelet-based method developed in [3] relies on a heuristic proposed by Witkin [91] which determines the QR. The methods in [15, 11] are based on piece-wise polynomial fitting. They make use of recursive schemes for on-line updating of the set of piece-wise polynomials. Because the optimal specification of interval endpoints for the piece-wise polynomials is NP-hard, locally optimal strategies based on lack-of-fit statistics are used. Furthermore, it is indicated in [83] that these methods optimize the piece-wise polynomial representation to derive the QR rather than optimizing the QR itself. The methods in [10, 24] are based on filters set up for the assessment of the sign of a single derivative only. Joint analysis of the signs for more than one derivative has not been considered in this case. Multivariate qualitative analysis of trends, i.e., in which a multivariate data series is analyzed jointly, has only been considered so far in [23]. Note that all existing methods
consider a single explanatory variable only, which is time in all of the reported applications. We conclude this overview by stressing that the development and application of suboptimal methods can be a valid choice for on-line applications on grounds of computational speed.

Our primary motivation for this study is to provide a provably global optimal method for qualitative analysis. To this end, the problem of qualitative analysis is formulated for the first time as a shape constrained function fitting problem. Shape Constrained Spline (SCS) fitting is a non-parametric estimation problem with so-called order restrictions on the spline function value and/or its derivatives. Alternative non-parametric models include kernel regression models and are almost exclusively related to monotonicity constraints [70, 49, 45, 16, 33, 37, 18, 19, 47, 56]. An exception is provided in [32] in which other simple shapes are also considered, namely convex, monotone convex, or concave-convex. In [17, 50] both spline- and kernel-based approaches are discussed jointly.

A large fraction of the literature on SCS fitting deals with finding the optimal fit of positive, monotone, or convex spline functions, where optimality is defined as a least-squares or regularized objective function [7, 20, 92, 90, 61, 79, 65, 30, 42, 74, 36, 66, 51, 4, 55, 89]. More complex monotonic convex and monotonic concave shapes are applied by [22]. In [35], any shape constraint can be applied as long as it can be expressed in the form of a finite number of linear inequalities in the spline coefficients. To make this possible, the order of the spline is typically constrained to be equal or lower than two (linear) or three (quadratic). In this case, the feasible set of spline functions can be represented by polyhedral cones. Specific algorithms for such problems are provided in [21, 27, 54]. Alternatively, it is possible to formulate overly constrained solutions to ensure shape satisfaction of higher order splines. An approximate solution for monotone cubic splines in [55] is based on solving first with a set of necessary but insufficient constraints which lead to satisfaction of the shape constraints in the knots of the splines. A subsequent interpolation procedure is used to obtain a spline function which satisfies the shape constraints over the
whole function domain. In [78], a more general method is proposed for splines constrained to any sort of shape. It is based on a two-step procedure in which violated constraints are identified and then mitigated by adding linear inequality and equality constraints. Both approaches are suboptimal because the resulting spline function is overly constrained. In contrast, Wang & Li [89] recognize that sufficient and necessary conditions for monotone cubic splines can be formulated as SOC constraints. The more general idea that shape constraints on polynomials of any order can be represented as Semi-Definiteness constraints is presented in [62]. SOC constraints are special instances of Semi-Definiteness constraints which result when the shape constrained polynomial is of third or lower order. As a result, spline functions up to 4th (cubic), 5th (quartic), and 6th (quintic) order with positive, monotone, and convex shape constraints, respectively, can be fitted efficiently with Interior Point optimization algorithms [63].

A few studies provide methods for more complex shape constraints [78, 35, 63]. However, the provided methods assume that the intervals over which shape constraints are applied are known in advance. As a result it is impossible with these methods to optimally fit a function which is constrained to exhibit a complex shape such as convex-concave-convex while simultaneously estimating the arguments in the domain where the shape changes. This particular problem constitutes the focus of this manuscript.

Solving this problem is especially relevant in the context of qualitative analysis for Fault Detection and Identification applications. These are based on established relations between particular shapes and diagnostic results. In this paper, we refer to such a shape as a qualitative sequence (QS), i.e. an ordered list of elementary shapes (e.g., convex-concave-convex). It is typical that domain experts can match such QSs with diagnostic results based on past experiences or on first principles understanding of the monitored process. Similarly, one can represent particular scenarios obtained by Qualitative Simulation [QSIM, 44] as a QS. Importantly, the argument values of the fitted function in which the shape changes, from here on referred to as transitions, are not specified a priori. To verify whether a particular QS corresponds well with a given time
series, we develop a method in this paper by which the transition points are located optimally. This leads to the QR, which is a segmentation of a time series according to the applied shape constraints. The obtained QR corresponds to the best fit of a spline function conditional to a given QS. This is expected to be useful for process supervision as FDI problems can then be formulated as one of finding one or more QS for which the resulting lack-of-fit is low. It is noted that the current form of the provided method requires that one identifies all fault scenarios a priori and that one assigns an unique QS to each of the scenarios.

Qualitative analysis has so far been applied with a single explanatory variable only. As such, the focus in the above overview on univariate spline functions is natural. Nevertheless, it is noted that research on SCS functions in a multivariate context has largely been limited to simple constraints (positive, monotone, convex) [see e.g., 28, 82, 4, 9, 89].

The structure of the remainder of this paper is as follows. The developed method is presented in the next section (Section 2, Methods) after which exemplary results of its application are given in the Results section (Section 3). This is followed by a Discussion section (Section 4) in which the results are interpreted more deeply and remaining research questions are presented. Finally, with Conclusions (Section 5) we summarize the contents of this paper.

2. Method

The following pages present the existing and newly developed methods in this work. Definitions are provided first (Section 2.1). This is followed by the description of an existing method for shape constrained spline (SCS) fitting based on a Second Order Cone Program (SOCP) formulation (Section 2.2). In Section 2.3, the newly developed method for generalized SCS fitting based on a branch-and-bound (B&B) algorithm is presented. A list of symbols and abbreviations is added at the end of this article.
2.1. Definitions

In this section, we provide the required definitions for accurate description of the provided methods.

**Primitive** A primitive is defined as a unique set of qualitative values (positive (+), zero (0), negative (-), or unknown (?)) for a function value and its derivatives up to the second derivative. It is typical to associate an alphabetic character or symbol to each unique set. The unknown value (?) is taken from [44] and allows to formally express that a certain sign is left unspecified.

**Episode** An episode is defined as a non-empty interval of the argument of a function over which the function is characterized by a single primitive.

**Qualitative Representation (QR)** A QR of a time series is the description of a time series by means of contiguous, i.e., consecutive and non-overlapping, episodes.

**Qualitative Sequence (QS)** A QS of a time series is the description of a time series by means of consecutive primitives.

Primitives are used to describe univariate functions in terms of their shape in non-empty intervals. For instance, a positive (negative, zero) second derivative corresponds to a convex (concave, linear) shape. Similarly, a positive (negative, zero) first derivative corresponds to an isotonic (antitonic, flat) shape. Primitives are usually represented by means of a unique character for each combination of signs for the first and second derivative.

Table 1 shows the characters as used in this study for all possible values for the sign of the first and second derivatives. Seven unique characters are usually reported [e.g., 12, 53, 88] for the cases where both signs are known (A to G). These are referred to as triangular primitives [also: triangular components, 12]. In [39, 69], nine primitives are used by allowing a single change in the sign of the first derivative in two additional primitives.
<table>
<thead>
<tr>
<th>Characters (signs)</th>
<th>Sign of first derivative</th>
<th>Sign of second derivative</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>?</td>
<td>-</td>
</tr>
<tr>
<td>Q (?,?,,)</td>
<td>L (-,?)</td>
<td></td>
</tr>
<tr>
<td>P (?,+)</td>
<td>A (-,+)</td>
<td></td>
</tr>
<tr>
<td>O (?,0)</td>
<td>E (-,0)</td>
<td>F (0,0)</td>
</tr>
<tr>
<td>N (?,-)</td>
<td>D (-,-)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H (+,?)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L (-,?)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N (-,-)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>O (0,0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P (0,0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Q (?,?,?)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Overview of primitives as function of the first and second derivative. In this table, the function value is considered unspecified.

Six additional characters are associated with primitives for which the sign of the first and/or second derivative is unknown (H, L, and N to Q). When only the first derivative is known (H, L), the primitive is referred to as a monotonic primitive [87, 88]. Likewise, we propose the term monocurvature primitive for those where the sign of the second derivative is only known (N, O, P). Even though the characters can be assigned arbitrarily, they are assigned here so as to convey some meaning where possible. Specifically, this is so for characters A (antitonic acceleration), D (deceleration), F (flat), L (low), H (high), N (negative), O (zero), P (positive), and Q (question marks). In order to specify the sign of the function value we choose to use a superscript (⁺, ⁰, −, ?) to indicate the function value, e.g., A⁺ for a positive, antitonic, convex shape. The unknown superscript (?) is assumed if none is given, i.e., A≈A?. A zero-valued first derivative over a non-empty interval automatically implies a zero-valued second derivative. Similarly, a zero-valued function implies a zero-valued first and second derivative. This means that the symbols H⁰, L⁰, N⁰, O⁰, P⁰, and Q⁰ are automatically replaced by F⁰ to ensure the uniqueness of the characters in use. As a result, F⁰ is the only applicable primitive with the ⁰ as superscript.

A qualitative representation is obtained when an univariate function is segmented so that (1) a contiguous arrangement of segments results and (2) each segment is characterized by a single primitive and its bounds on the interval of the function arguments. Each resulting segment is referred to as an episode. Each episode is described uniquely by (1) a left- and right-side endpoint and
(2) the signs of the function, first episode, and second derivatives. The endpoints shared by two consecutive episodes are also referred to as \textit{transitions}. For \( n_e \) episodes there are thus \( n_e + 1 \) unique episode endpoints of which \( n_e - 1 \) are transitions. A complete QR with \( n_e \) episodes can be described formally as follows:

\[
QR = \{(s_{1,0}, s_{1,1}, s_{1,2}, t_{1,1}, t_{1,2}), \ldots, (s_{e,0}, s_{e,1}, s_{e,2}, t_{e,1}, t_{e,2}), \ldots, (s_{n_e,0}, s_{n_e,1}, s_{n_e,2}, t_{n_e,1}, t_{n_e,2})\}
\]

with

\[s_{e,0}, s_{e,1}, s_{e,2} \in \{?, -, 0, +\}\]

Since the episodes in a QR are contiguous, it holds that:

\[t_{e,2} = t_{e+1,1}\]

When the endpoints are unknown, the obtained description is referred to as a qualitative sequence (QS). In other words, a QS defines the sequence of primitives for an univariate function without specifying the corresponding episode endpoints. Formally, one writes:

\[
QS = \{(s_{1,0}, s_{1,1}, s_{1,2}), \ldots, (s_{e,0}, s_{e,1}, s_{e,2}), \ldots, (s_{n_e,0}, s_{n_e,1}, s_{n_e,2})\}
\]

As indicated in the Introduction, it is assumed that one or more QSs are given and that one seeks to find a parametrized function which satisfies these QS while fitting a data series optimally. The next section (Section 2.2) explains how one can obtain an optimal function fit corresponding to a QR, i.e., with the endpoints specified. In the following section (Section 2.3) it is explained how the endpoints can be located optimally. This results in an optimal function fit conditional to a QS only, thus without specifying the endpoints a priori.
2.2. Identifying Shape Constrained Spline (SCS) functions with a given Qualitative Representation (QR)

Existing methods for Shape Constrained Spline (SCS) fitting aim at the optimal fit of a spline function which satisfies a given QR. In our opinion, the most general approach to date is reported in [63]. We describe the original method first as well as some of the limitations, followed by solutions to these limitations. For a general introduction to spline function fitting and more broadly functional data analysis we refer to [6, 68].

2.2.1. Original method

The first element of the method for SCS fitting is provided by Nesterov [62] and describes the necessary and sufficient conditions for non-negativity of a polynomial of given degree over a given argument interval. These conditions can be written as follows: For a polynomial of degree \( n = 2 \cdot m + 1 \),

\[
f(t) = \sum_{k=0}^{n} p_k \cdot t^k, \quad p_k, a, b \in \mathbb{R} \text{ and positive semi-definite (p.s.d.) symmetric matrices } \mathbf{X} = (x_{ij})_{i,j=0...m} \text{ and } \mathbf{Y} = (y_{ij})_{i,j=0...m},
\]

it holds that

\[
f(t) \geq 0 \quad | \quad a < t < b \tag{4}
\]

\[
\Leftrightarrow \exists \mathbf{X}, \mathbf{Y} \quad | \quad p_k = \sum_{i+j=k} (-a \cdot x_{ij} + b \cdot y_{ij}) + \sum_{i+j=k-1} (x_{ij} y_{ij})
\]

For a polynomial of degree \( n = 2 \cdot m \), \( f(t) = \sum_{k=0}^{n} p_k \cdot t^k, \) \( p_k, a, b \in \mathbb{R} \), positive semi-definite (p.s.d.) symmetric matrices \( \mathbf{X} = (x_{ij})_{i,j=0...m} \) and \( \mathbf{Y} = (y_{ij})_{i,j=0...m} \) it holds that

\[
f(t) \geq 0 \quad | \quad a < t < b \tag{5}
\]

\[
\Leftrightarrow \exists \mathbf{X}, \mathbf{Y} \quad | \quad p_k = \sum_{i+j=k} (x_{ij} - a \cdot b \cdot y_{ij}) + \sum_{i+j=k-1} (a + b) \cdot y_{ij} - \sum_{i+j=k-2} y_{ij}
\]

The above conditions express that the application of a non-negativity constraint to a polynomial of a given degree is equivalent to the search for two positive semi-definite symmetric matrices of which the elements are subject to linear equality constraints. Similar non-positivity constraints are obtained by multiplying the left-hand sides in Eqs. 4-5 with \(-1\) (i.e., so they read as: \( f(t) \leq \))
0...−p_k...). This leads to a semi-definite program (SDP) which is hard to solve in the general case [1]. However, a second element reported by Papp [63] is that for the specific case of a 2x2 symmetric matrix, \( X = \begin{bmatrix} x_0 & x_1; & x_1 & x_2 \end{bmatrix} \), one can write that

\[
X \text{ is p.s.d. } \iff x_0 \geq \|(x_1, \ldots, x_n)\|^2
\]  

(6)

In other words, positive semi-definiteness of a symmetric 2x2 matrix is guaranteed by a norm-based constraint on its elements. The norm-based inequality constraint in Eq. 6 describes a so called second-order cone (SOC) or Lorentz cone. Positive semi-definiteness of 1x1 matrices, \( X = [x_0] \), reduces to:

\[
X \text{ is p.s.d. } \iff x_0 \geq 0
\]  

(7)

This means that the fitting of a non-negative polynomial of degree zero (0, constant) to three (3, cubic polynomial) can be cast as the search for its optimal parameters, \( p_k \), subject to the equality constraints (Eqs. 4-5) and inequality constraints (Eqs. 6-7). Furthermore, if optimality is defined by means of a convex function of the parameters, then the problem reduces to a SOCP. SOCPs are special cases of SDPs and are easier to solve than general SDPs by means of specific interior-point algorithms [1].

Because spline functions and their derivatives are piece-wise polynomials, the above strategy can be used for SCS fitting. Indeed, by applying non-negative (non-positive) constraints to the piece-wise polynomial presentation of the spline and its derivatives one can specify the signs for the function and its derivatives over any interval within the function domain. SCS fitting with non-negative or non-positive constraints on the function value and/or its derivatives is thus equivalent to solving the problem:

\[
\text{minimize } F(y, c)
\]  

subject to:

\[
s_{e,k} \cdot f^{(k)}(t, c) \geq 0 \quad | \quad t \in [t_{e,1}, t_{e,2}] \land s_{e,k} \in \{-1, 1\}
\]  

(9)
with:

\[ t : \text{spline function argument} \]
\[ c = (c_i)_{i=1}^{m+n-1} : \text{vector of spline coefficients} \]
\[ y = (y_j)_{j=1}^{l} : \text{time series vector} \]
\[ F(y, c) : \text{convex objective function} \]
\[ f^{(k)}(t, c) : \text{\(k\)th derivative of the spline function} \]
\[ s_{e,k} : \text{sign of \(k\)th derivative in \(e\)th episode} \]
\[ t_{e,1} : \text{left-hand side endpoint of the \(e\)th episode} \]
\[ t_{e,2} : \text{right-hand side endpoint of the \(e\)th episode} \]
\[ m : \text{number of knots} \]
\[ n : \text{degree of the spline function} \]

We note the knot locations of the spline as follows \(a_1, \ldots, a_i, \ldots, a_m\) with

\[ a_i < a_{i+1} \quad (10) \]

Depending on the order \(k\), the constraints imply non-strict positivity \((k = 0)\), isotonicity \((k = 1)\), or convexity \((k = 2)\) of the fitted function. Each instance of Eq. 9 defines an infinite number of constraints as \(t\) is continuous in the interval \([t_{1,e}, t_{2,e}]\). Each of these constraints are linear in the spline coefficients \(c\). As long as long as \(n - k \leq 3\) for all instances of Eq. 9, then these infinite number of constraints can be converted into a finite number of linear equalities and SOCs. We assume that this is satisfied for the remainder of the text so that all instances of Eq. 9 can be solved as an SOCP.

To reformulate the infinite number of constraints of Eq. 9 into a finite number of SOCs, one first defines the ordered set of arguments consisting of (1) the two interval bounds over which the shape constraint is specified and (2) all the knots of the spline function inside this interval as follows:

\[ b = (b_j)_{j=1}^{r+2} = \begin{bmatrix} t_{e,1} & a_{q+1} & \ldots & a_i & \ldots & a_{q+r} & t_{e,2} \end{bmatrix} \quad (11) \]
with:

\[ t_{e,1} < a_{q+1} < \ldots < a_i < \ldots < a_{q+r} < t_{e,2} \quad (12) \]

Then, Eq. 9 can be rewritten into \( r + 1 \) separate equations:

\[ \forall j \in \{1 \ldots r+1\} : \quad s_{e,k} \cdot f^{(k)}(t, c) \geq 0 \quad \text{for} \quad t \in [b_j, b_{j+1}] \land s_{e,k} \in \{-1, 1\} \quad (13) \]

The intervals \([b_j, b_{j+1}]\) do not contain any of the spline knots in their interior so that each of the \( r + 1 \) equations corresponds to the non-negativity or non-positivity of a single polynomial of degree \( n - k \). As a result, each of the instances in Eq. 13 correspond to a set of two equations (Eqs. 4 and 6 or Eqs. 5 and 7, respectively). As an example, consider that a non-negative constraint is applied to the function value of spline of degree 3. Then Eqs. 4 and 6 are written explicitly as follows:

\[ \forall j \in \{1 \ldots r+1\} : \]

\[
X_j = \begin{bmatrix} x_{j,0} & x_{j,1} \\ x_{j,1} & x_{j,2} \end{bmatrix} \\
Y_j = \begin{bmatrix} y_{j,0} & y_{j,1} \\ y_{j,1} & y_{j,2} \end{bmatrix} \\
p_{j,0} = g_{q+j,0} \cdot c = -b_j \cdot x_{j,0} + b_{j+1} \cdot y_{j,0} \\
p_{j,1} = g_{q+j,1} \cdot c = 2 \cdot (-b_j \cdot x_{j,1} + b_{j+1} \cdot y_{j,1}) + (x_{j,0} - y_{j,0}) \\
p_{j,2} = g_{q+j,2} \cdot c = -b_j \cdot x_{j,2} + b_{j+1} \cdot y_{j,2} + 2 \cdot (x_{j,1} - y_{j,1}) \\
p_{j,3} = g_{q+j,3} \cdot c = x_{j,2} - y_{j,2} \\
x_{j,0} + x_{j,2} \geq ||(x_{j,0} + x_{j,2}, 2 \cdot x_{j,1})||^2
\]

The vectors \( g_{q+j,k} \) are defined as the sets of linear coefficients to project the spline basis coefficients, \( c \), onto the piece-polynomial basis coefficients of degree \( k \) in interval \( q + j \). This projection can easily be obtained analytically [6, 68].

A solution to the SOCP represented by Eqs. 8-9 can be found under the following conditions:

- The objective function is convex in the spline coefficients.
• Non-negative, isotonic, or convex shape constraints are applied for spline functions of maximal degrees 3, 4 and 5 respectively.

This further allows to:

• Apply non-negative counterparts of the above-mentioned constraints, i.e., non-positive, antitonic, and concavity constraints.

• Apply shape constraints over the whole or intervals of the function domain.

• Apply mixed shape constraints, e.g., non-negativity/non-positivity, monotonicity, and monocurvature or any subset thereof, each applied over the same or different intervals of the function domain.

The problem described by Eqs. 8 and 9 is limited as follows:

**Limitation 1** All considered constraints in Eq. 9 are inequality constraints, thus implying a non-negative or non-positive value for the derivatives. Equality constraints are not considered (zero value \(k = 0\); flat trend \(k = 1\); linear trend \(k = 2\)).

**Limitation 2** The intervals over which the constraints are specified are considered given. The optimal identification of the interval endpoints is not considered.

The first one is not severe and tackled in the next paragraph. The second limitation is more challenging and is tackled in Section 2.3.

2.2.2. Shape generalization

We generalize the existing method in [63] first by allowing the use equality constraints on any of the derivatives up to degree \(n\). The addition of equality constraints is quite trivial. Using earlier definitions, such a constraint is written as:

\[
f^{(k)}(t, c) = 0 \quad | \quad t \in [t_{c,1}, t_{c,2}] \land s_{e,k} = 0
\] (15)
Such a constraint specifies an interval in which the fitted function exhibits a
zero-valued derivative of degree \( k \). As before, Eq. 15 defines an infinite number
of constraints as \( t \) can take an infinite number of values. To reformulate this
equation in a finite number of constraints it is sufficient that each piece-wise
polynomial is constrained individually. Mathematically, one writes:

\[
\forall j \in [1 \ldots r + 1] : f^{(k)}(t, c) = 0 \quad | \quad t \in [b_j, b_{j+1}] \land s_{c,k} = 0 \quad (16)
\]

Furthermore, for a polynomial to be zero over a given interval it is necessary
and sufficient that all its coefficients are zero. Therefore, Eq. 16 is made more
explicit as follows:

\[
\forall j \in [1 \ldots r + 1], \forall k \in [0 \ldots n - k] : p_{j,k} = g_{q+j,k} \cdot c = 0 \quad (17)
\]

Importantly, the provided generalization only requires a set of linear equality
constraints to be added to Eq. 9.

The complete problem of fitting a spline function subject to a set of shape
constraints formulated as a QR is now defined by Eqs. 1-3, 8-9, and 15. This
complete problem remains a SOCP which includes linear equality constraints,
linear inequality constraints, and SOC constraints. It is slightly more general
than the original problem [63]. Some practical restrictions still apply. These
are described in the next paragraphs.

2.2.3. Remaining restrictions

**Restriction 1** Discontinuities in the spline function or its derivatives of low
order (\( k \leq n \)), corresponding to multiple knots in the spline, are not
permitted. For instance, an FC sequence requires a discontinuity in the
first and second derivative at the endpoint shared by two primitives while
it should otherwise be continuous in these derivatives.

**Restriction 2** There are maximally \( n - k \) changes in the sign of the \( k \)th derivative
between two consecutive knots of the spline. The \( k \)th derivative of a
spline function is a piece-wise polynomial of degree \( n - k \). As a result,
the \( k \)th derivative can only be zero-valued in maximally \( n - k \) distinct
locations (roots of the polynomial) unless all the polynomial coefficients are zero. It follows that the application of a set of shape constraints which imply more than \( n - k \) changes in the sign of the \( k^{th} \) derivative between two consecutive knots will effectively constrain this derivative to be zero over the entire interval. For this reason, the number of implied changes of sign in the \( k^{th} \) derivative between two consecutive knots is restricted to be smaller than one for all practical purposes.

To demonstrate the value of this restriction consider that a cubic spline \((n = 3)\) is fit with a BCB shape constraint over an interval defined by two consecutive knots, \([a_i, a_{i+1}]\). This is demonstrated in Fig. 1 for a simulated data series composed of exponential basis functions which is known to be of BCB shape and with internal episode endpoints (inflection points) at argument values 11 and 19. A cubic spline is fitted with internal knots at 5, 10, 20, and 25 and subject to the BCB shape constraint with the known internal endpoints (11 and 19). This means that the second derivative is forced to be zero in two distinct locations in the second knot interval. However, the second derivative is linear in the argument \((n - k = 1)\) over the knot interval \([a_i, a_{i+1}]\) and thus will be zero over the whole interval. As such, a linear G episode results in the second knot interval rather than the intended sequence of BCB episodes, leading to a BGB shape instead with internal episode endpoints at 10 and 20. This is easy to see from the plot of the spline function’s first derivative.

Naturally, it is possible to add more knots to a spline function so to accommodate more episode endpoints in particular intervals of the spline argument range. This is demonstrated in Fig. 1 by adding an additional knot at argument value 15. As can be observed, this leads to the desired fit which matches the intended BCB shape. Such an ad hoc placement of additional knots by human interaction may be prohibitive for large-scale, on-line, or otherwise repetitive applications. Fortunately, a wide range of strategies for automatic knot placement exist [see e.g., 41, 38, 14, 29]. Al-
ternatively, a knot may be placed in each data point leading to a so called smoothing spline. This permits one inflection point to be placed between each pair of consecutive knots. Similarly, this allows two extrema and three zero-crossings between each pair of consecutive data points. This is likely to suffice for most practical applications and avoids an algorithmic search for optimal knot placement.

**Restriction 3** The endpoints of episodes implying equality constraints (E, F and G primitives) should be knots. If one constrains a spline function value or any of its derivatives to be zero over a non-empty interval with bounds $[t_{c,1}, t_{c,2}]$, then this constraint is automatically satisfied over the interval $[t_{c,1}, t_{c,2}]$. 

Figure 1: Two cubic spline functions fitted subject to a BCB shape constraint. Top: simulated data (+), spline functions (full,dashed); Middle: Derivative of the functions (full,dashed); Bottom: resulting qualitative representations (QR).
[\[a_q, a_r]\] defined by two knots, \(a_q\) and \(a_r\), and which includes \([t_{e,1}, t_{e,2}]\):

\[
[a_q, a_r] \quad \text{with} \quad a_q \leq t_{e,1} < a_{q+1} \land a_{r+1} < t_{e,2} \leq a_{r+1} \quad (18)
\]

This is true because a polynomial which is zero-valued over a non-empty interval of its argument range is automatically zero-valued of its whole argument range. As the interval satisfying an equality constraint is always bounded by two knot locations, episodes implying such constraints are restricted to be defined by means of knots locations as interval bounds for all practical purposes.

2.3. Identifying a Qualitative Representation (QR) conditional to a given Qualitative Sequence (QS)

The above developments permit fitting of a spline function subject to shape constraints formulated as a qualitative representation (QR). Such a QR is defined as a contiguous set of episodes, each given as an interval of the spline function argument range for which a particular set of constraints (primitive) is enforced. However, in the more general case, one does not know the (precise) endpoints of these episodes and only the qualitative sequence (QS) is given. It is therefore of interest to obtain the optimal episode endpoints so as to obtain the best spline function fit which is constrained to be of the given shape (QS, Eq. 3). For each of these primitives, proper endpoints are searched for to obtain the episodes, \(t_{e,1}\) and \(t_{e,2}\), \(e = 0 \ldots n_e - 1\). The left-side (right-side) endpoint of the first (last) episode is known to be equal to the first (last) knot of the spline function:

\[
t_{1,1} = a_1 \\
t_{n_e,2} = a_m
\]

(19) \hspace{1cm} (20)

Furthermore, contiguity means that for each pair of contiguous episodes the right endpoint for the left episode is the left endpoint for the right episode (Eq. 2). This leaves \(n_e - 1\) undefined endpoints shared by pairs of consecutive
episodes and, as above, referred to as transitions. We use the following shorter notation for these transitions:

$$t_e = t_{e,2}$$ (21)

Finding these transitions is a non-linear problem for which no analytical solution exists. In this work, we are interested in finding the globally optimal values for these transitions and it is for this reason that the B&B algorithm is used in this work. In the next sections (Sections 2.3.1 and 2.3.2) the basis of this algorithm, heuristic rules, and implementation details are described. The following sections (Sections 2.3.3 and 2.3.4) deal with the computation of lower and upper bounds for use within the B&B algorithm.

2.3.1. Branch and Bound (B&B) algorithm

B&B algorithms are a set of deterministic, global optimization algorithms for non-linear programs (NLPs) and have been developed extensively to solve particular problems over the years [46, 58, 25]. For gentle introductions to global optimization see [64, 26]. The basic tenet of B&B lies in a divide-and-conquer strategy by which the variable space is divided into smaller sets for which lower and upper bounds of the objective function ($F_L, F_U$) are computed. This process can be visualized by a tree starting from the complete variable space (root node) which is split into smaller subsets (branching). Each of these subsets are branched further into smaller sets (child nodes). Child nodes which are not split yet at a given time during algorithm execution are called leaf nodes.

If the optimization problem is a minimization problem, then all the (feasible) solutions that lie within a given set are guaranteed to have an objective function value which is not lower than the computed lower bound for that set. In addition, at least one (feasible) solution within a given set is known to have an objective function value which is not higher than the upper bound. As soon as one obtains a set, $A$, for which the lower bound is higher than the upper bound of a second set, $B$, then one can ignore $A$ since $B$ contains at least one solution which is better than all the solutions in $A$. Therefore, $A$ is known not
to have the global optimum for the optimization problem and can thus be ignored further in search for the global optimum. The process by which such sets (leaf nodes) are excluded for further exploration (branching) is called fathoming. Fathomed leaf nodes are said to be *dead*; other leaf nodes remain *alive*. By means of fathoming, one can avoid detailed and long-during exploration of large subsets of the variable space. Quite naturally, the B&B algorithm requires that one is able to compute the lower and upper bounds. Furthermore, the B&B algorithm will converge to the global optimum if (1) the bounds are provably valid and (2) the lower bound is provably lower or equal to the upper bound. For fast convergence of the B&B algorithm, the computed lower bound should be as close as possible to the optimal objective function. In the general case, this implies a bargain between efficient execution of the B&B algorithm and efficient computation of the lower bound.

2.3.2. Heuristics and practical implementation

The particular implementation of B&B algorithm for this work is fully characterized by the choices described in the next paragraphs. Note that other choices are possible [26]. Such choices may affect the speed of convergence and are usually based on heuristics and/or knowledge of the mathematical problem at hand. However, these do not affect guarantees on convergence of the algorithm.

**Variable subset** The subsets are defined as rectilinear polyhedra (e.g., rectangle for two-variable problem; parallelepiped for three-variable problem). Mathematically such a subset, $\mathcal{T}$, is defined as:

$$\mathcal{T} = \{l_e \leq t_e \leq u_e, e = 1 \ldots n_e - 1\}$$

with $l_e$ and $u_e$ lower and upper limits defining the polyhedral set.

**Branching** A leaf node (subset) is always branched into two new nodes (two subsets) by dividing the subset in two equal halves along one of the decision variables ($t_e$).
**Leaf selection** In our case, the leaf node that has the lowest lower bound ($F_L$, see below) among the leaf nodes that are alive is selected for branching.

**Variable selection** The selected variable for subset division is always the one corresponding to the longest edge of the polyhedron which defines the subset corresponding to the leaf node.

**Stopping criterion** The algorithm is stopped if (1) only one node remains alive and (2a) all values $t_e$ are found within desired precision (i.e., the subset is small enough) or (2b) if the difference between upper bound and lower bound is smaller than a preset tolerance. In this study, this tolerance is set to zero. This means that the (2b) condition is only met if the lower and upper bound are exactly the same.

The B&B algorithm as applied here is implemented in Matlab [75]. Its use for SCS fitting relies on an existing Matlab toolbox for Functional Data Analysis [67] and MOSEK [2] as the optimization software for SOCPs. The implementation as used for this work is available in supplementary materials and also allows to use CVX [31] for optimization of the SOCPs. The following description summarizes the B&B algorithm implementation:

1. **Initialization:** Define the current node as a leaf node and label it alive. Compute the associated upper and lower bounds.

2. **Branching:**
   (a) Variable selection: Select the variable with maximum range in the current set
   (b) Split set: Split the current node in two new leaf nodes by halving the current set along the selected variable. Relabel the current set as a branch node and each of the newly generated leaf nodes as alive.

3. **Bounding:** For each new leaf node:
   (a) Find a feasible candidate solution, if any (Section 2.3.3)
(b) If a feasible solution is found, then:

i. Upper bound: Compute the upper bound, $F_U$ (Section 2.3.3)

ii. Lower bound: Compute the lower bound, $F_L$ (Section 2.3.3)

iii. Shape verification: Improve the upper bound when possible based on shape evaluation (Section 2.3.4).

(c) Else (infeasible set), both bounds are set to infinity

i. Upper bound: $F_U = \infty$

ii. Lower bound: $F_L = \infty$

4. **Fathoming:** Relabel any *alive leaf node* which has a lower bound higher than the upper bound of any other *alive leaf node* as a *dead leaf node*.

5. **Node selection:** Select the *alive leaf node* with the lowest value for the lower bound as the *current node*.

6. **Iteration / Termination:**

   (a) If (1) the *current node* is the only *alive leaf node* and (2a) the range of each variable is below the preset minimal precision or (2b) the difference between its upper bound and lower bound is below is smaller than the preset tolerance, then terminate the algorithm and report the upper bound solution for this set.

   (b) Else, go to 2.

2.3.3. **Bounds to the objective function**

*Finding a feasible solution.* The computation of the lower and upper bound only differs in the applied constraints (Eqs. 9 and 15). To obtain the bounds for the objective function, one first tries to find a feasible set of values for the transitions, $t_e$. Feasibility means that the proposed set belongs to the considered polyhedron (Eq. 22) and the ordering of the transitions is (non-strictly) preserved:

$$t_e \leq t_{e+1}$$  \hspace{1cm} (23)
If a feasible set of values exists, one such set can be found through solving the following linearly constrained and convex quadratic program (QP):

\[
\begin{align*}
\min_{t_e} & \sum_e (t_e - u_e)^2 + \sum_e (t_e - l_e)^2 \\
\text{subject to} & \quad t_e \leq t_{e+1} \\
& \quad t_e \leq u_e \\
& \quad l_e \leq t_e
\end{align*}
\] (24)

Thus, a feasible point is found by finding a point in the considered set which minimizes the sum of the squared distances from this point to each surface of rectilinear set while preserving the order of the transitions. Whether or not this QP is feasible can be verified easily with commercial solvers as used in this work.

**Feasible case - upper bound.** We discuss the case where a feasible set of values for \( t_e \) is found first. In this case, an upper bound for the objective function is found by evaluating the constraint equations (Eqs. 9 and 15) with the proposed feasible set of values for the transitions, \( t_e \):

\[
\begin{align*}
s_{e,k} \cdot f^{(k)}(t, c) & \geq 0 \quad | \quad t \in [t_e, t_{e+1}] \land s_{e,k} \in \{-1, 1\} \\
f^{(k)}(t, c) & = 0 \quad | \quad t \in [t_e, t_{e+1}] \land s_{e,k} = 0
\end{align*}
\] (25)

In this case, Eq. 25 describes an (infinite) set of linear equality and inequality constraints in the spline coefficients, \( c \). This means that the values for \( c \) are constrained to lie in a convex subset of \( \mathbb{R}^{m+n-1} \), noted \( C_U \):

\[
c \in C_U \subseteq \mathbb{R}^{m+n-1}
\] (26)

Because a feasible point is evaluated, the globally optimum value for objective function found for values \( t_e \) within the set described by Eq. 22 is indeed equal to or lower than the evaluated objective function value:

\[
F_{OPT} \leq F_U
\] (27)

As such, the computed \( F_U \) is a valid upper bound.
Feasible case - lower bound. The lower bound is computed by imputing the subset boundaries into Eqs. 9 and 15 as follows:

\[ s_{e,k} \cdot f^{(k)}(t, c) \geq 0 \quad | \quad t \in [u_e, l_{e+1}] \land s_{e,k} \in \{-1, 1\} \]  
\[ f^{(k)}(t, c) = 0 \quad | \quad t \in [u_e, l_{e+1}] \land s_{e,k} = 0 \]

(28)

This means that all constraints evaluated at a function argument value which belongs to the considered endpoint set \((T)\) are excluded. Since it holds that:

\[ l_{e+1} \leq t_{e+1} \]  
\[ t_e \leq u_e \]  

(29)

one can write:

\[ [u_e, l_{e+1}] \subseteq [t_e, t_{e+1}] \]  

(30)

The consequence of this relationship is that all inequality and equality constraints applied for the lower bound problem (Eq. 28) are included for any specific solution satisfying Eq. 22. As a result, the set of coefficient vectors, \(c\), defined by Eq. 25 for any feasible set of values of \(t_e\), \(C_U\), is a subset of the set of coefficient vectors defined by Eq. 28, \(C_L\):

\[ c_U \in C_U \subseteq C_L \subseteq \mathbb{R}^{m+n-1} \]  

(31)

Because (1) the objective function for both lower and upper bound (Eq. 8) is exactly the same and (2) the feasible set of coefficients for the upper bound is a subset of the feasible set of coefficients for the lower bound, the following is true for any feasible set defined by Eqs. 22-23:

\[ F_L \leq F_U \]  

(32)

Indeed, no solution satisfying Eqs. 22-23 can be found with an objective function lower than \(F_L\).

Infeasible case. Now consider the case where no feasible solution satisfying Eqs. 22-23 could be found. In this case the problem is infeasible and both bounds are set to infinity \((F_U = F_L = +\infty)\). Also in this case, both bounds are valid and satisfy Eq. 32.
Notes on the bounding procedures. As a result of the above, the lower bound objective function value is equal to or lower than any possible value it can take for the values of $t_e$ in the considered set (Eq. 22). Since the global optimum corresponds to one choice for the values $t_e$ within this set, this proves the validity of the lower bound procedure:

$$F_L \leq F_{OPT} \quad (33)$$

The lower and upper bounding procedures for the feasible case consist of the solution of a SOCP which result in the optimal spline coefficients conditional to the applied shape constraints. SOCPs are convex problems and are therefore relatively easy to solve, e.g., by means of Interior Point (IP) methods [1]. As a result, the B&B algorithm and the presented bounding procedures allow to compute the globally optimal solution of the complete problem, including both the spline coefficients and the episode endpoints. Note that the optimization problem is not convex in the episode endpoints, thereby requiring a slower non-linear programming (NLP) method such a B&B for global optimization of these parameters.

2.3.4. Improvement of the upper bound by shape verification

In certain cases the lower bound solution will satisfy the intended QS, even though not all of the implied constraints are explicitly included in the problem specification. In such case, the lower bound is also an upper bound for the considered set and the obtained solution represents the global optimum within the considered set. There are two possible cases:

**Case 1 - Known QS satisfaction** The number of zero-crossings, extrema, and inflection points between two consecutive knots is limited in certain cases as indicated in Section 2.2.3. For example, there can only be a single inflection point between two knots. This means that if the considered subset specifies that the inflection points, $t_e$, each lie within an interval $[l_e, u_e]$ which is contained within an knot interval $[a_i, a_{i+1}]$:

$$\forall e, \exists i : [l_e, u_{e+1}] \subseteq [a_i, a_{i+1}] \quad (34)$$
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then the lower bound solution satisfies the implied shape constraint automatically. One can evaluate the exact argument value corresponding to such inflection point, which specifies the upper bound solution completely. Therefore the upper bound, $F_U$, can be set equal to the computed lower bound, $F_L$. The same can be done for extrema and zero-crossings if the sign of the higher-order derivatives is constant over the specified knot interval, following restrictions in Section 2.2.3.

**Case 2 - Evaluated QS satisfaction** If case 1 does not apply, one can evaluate the shape of the spline corresponding to the lower bound by computing the roots corresponding to zero-crossings, extrema, and inflection points. In some cases, the evaluated sequence ($Q_{eval}$) will match the desired QS exactly. To assess whether this is the case, one evaluates the argument values corresponding to zero-crossings, extrema, and inflection points by finding the roots, $t_s$, corresponding to the zero-crossing of the piece-wise polynomials which represent the function value, first derivative, and second derivative within each of the intervals $[l_e, u_e]$. If each of these roots are unique and satisfy Eqs. 22-23, then Eq. 25 is evaluated with:

$$t_e = t_s$$

(35)

If one or more roots are not unique, then the original upper bound is kept. Note that the solution $t_s$ represents one particular point in the subset defined by Eq. 22. As such, all assessments about the bounding procedures remain valid. Furthermore, the transitions used in Eq. 25 for the upper bound are now the same as those derived from the lower bound solution obtained with Eq. 28. This means that the obtained coefficients, $c$, are the same and thus:

$$F_L = F_R \leq F_U$$

(36)

with $F_L$ and $F_U$ the original bounds and the $F_R$ the improved upper bound. Since the improved upper bound is the same to the lower bound,
this also means that it is unnecessary to branch the particular node further.
Indeed, the upper bound solution is the best solution within the subset since no better solution can be found. This means that one can obtain the exact solution for the values of $t_e$ in a finite number of steps if the following is satisfied:

- The specification of an endpoint, $t_e$, implies (1) a change in the sign of a derivative, say the $k^{th}$ derivative with degree $n - k$, at $t_e$ and (2) the sign of each higher derivative ($n - k + 1^{th}$ until $n^{th}$) is known to be the same (either non-negative or non-positive) left and right of the considered endpoint.

For the specific case of a cubic spline ($n = 3$), this can be interpreted as follows:

- Condition 1: The endpoint, $t_e$, implies a change in sign of the function value at $t_e$ and the signs of the first and second derivative are known (+, 0, or -) and the same left and right of $t_e$ (zero crossing). This is true for any endpoint shared by two contiguous episodes with a sequence of primitives of the form (1) $X^+X^-$, $X^-X^+$ where $X$ can be any triangular primitive (A to G) or (2) $F^oD^-$, $F^oB^+$, $A^+F^o$, and $C^-F^o$.

- Condition 2: The endpoint, $t_e$, implies a change in sign of the first derivative at $t_e$ and the sign of the second derivative is known (+, 0, or -) and the same left and right of $t_e$ (extremum). This is true for any endpoint shared by two contiguous episodes with any of following sequence of primitives: AB, CD, AF, FD, CF, and FB.

- Condition 3: The endpoint, $t_e$, implies a change in sign of the second derivative at $t_e$ (inflection point). This is true for any endpoint shared by two contiguous episodes with any of following sequence of primitives: AD, DA, BC, CB, AN, NA, BN, NB, PD, DP, PC, CP, PN, and NP.
3. Results

We use three examples to demonstrate the developed method. In the first two examples a Shape Constrained Spline (SCS) function is fit to a data series. The third example demonstrates the use of SCS function fitting as part of a diagnosis strategy based on qualitative analysis.

3.1. Titanium data set

3.1.1. Case study and previous work.

The Titanium data set was reported originally in de Boor [6] and has been used to demonstrate shape-constrained fitting in Turlach [78]. In our study, the same objective function as in [78] is applied. It is the least-squares lack-of-fit measure with $L^2$-norm regularization of the derivatives:

$$J(y, c) = \sum_{j=1}^{n} \left( \frac{y_j - f(x_j, c)}{\sigma} \right)^2 + \sum_{k=0}^{n} \lambda_k \int_{a_1}^{a_m} \left( f^{(k)}(u, c) \right)^2 du$$  \hspace{1cm} (37)

with:

- $x = (x_j)$ : vector of argument values for the data series
- $y = (y_j)$ : vector of observed values for the data series
- $\lambda_k$ : regularization parameter for k-th derivative
- $\sigma$ : measurement error standard deviation
- $f(t, c)$ : spline function

This objective corresponds to a maximum a posteriori (MAP) likelihood fit. This correspondence is true if (1) the measurement errors are assumed to be distributed with zero mean and standard deviation $\sigma$ and (2) a prior distribution on the coefficients is assumed which favors a smooth function. In this study, $\sigma$ and $\lambda_k$ are set to fixed values as follows: $\sigma = 1; \lambda_0 = 0; \lambda_1 = 0; \lambda_2 = 0; \lambda = 10^{-7}$. This leads to the same objective function as in [78]. The use of
priors as applied here is also known as regularization. This can be motivated on the basis of smoothness objectives [34], which can be formulated as the minimization of empirical risk [80]. In such case, the regularization parameters $\lambda_k$ are considered meta-parameters which are to be optimized. Alternatively, regularization also arises as a consequence of (Bayesian) prior beliefs [48]. In this case, the regularization parameters are fixed a priori. We consider the latter case in this study.

This objective function is convex quadratic in the spline coefficients. Three cubic spline fits are shown in the top panel of Fig. 2. Visual discrimination between the three fitted function is hard on the basis of these function plots. The bottom panel permits a clearer interpretation based on the first derivatives of the same fitted functions. The first result was reported already in [78] and consist of an interpolating cubic spline without shape constraints (QS=Q). The resulting shape of the first spline fit is fairly complex as is evident from the multiple zero-crossings of the first derivative (many inflection points). The second cubic spline is constrained to be convex in the (closed) intervals [595, 835] and [955, 1075] (QS = PQP) as in [78]. Note that the SOCP based method of [63] as described in Section 2.2 is applied and not the method developed in [78]. This second spline fit results in an ABCDAB sequence with the following transition locations: 607.59, 880.22, 897.99, 911.77 and 1027.28. This means that two episodes with a negative and positive sign for the 1st derivative are observed at the beginning, respectively end, of the fitted function. The third fit is obtained through the method provided in this paper and discussed in detail below.

3.1.2. Demonstration of bounding procedures.

The bounding procedures are demonstrated first. To this end, the fitted spline is constrained to consist of three episodes, respectively of (1) a convex isotonic, (2) a concave, and (3) a convex antitonic shape. The QS is thus BNA and the location of two inflection points (transitions) are to be optimized. For demonstration purposes, the transitions are considered to be in the intervals
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Figure 2: Results for the Titanium data set. Top: data and three different spline fits. Bottom: smoothing spline derivative without constraints (Q), convex shape constraints (PQP), and mixed shape constraints (BNA).

[675, 755] and [835, 915], respectively. Solving the quadratic program to find a feasible solution (Section 2.3.3) leads to transitions at 715 and 875. Using these transition values leads to the fit in Fig. 3. The corresponding upper bound value ($F_U$) is 4.0886. This is a rather high value as might be expected from the visibly poor fit of the resulting spline function. However, one can visually confirm that the fitted spline function satisfies the shape constraint. The first derivative increases (non-strictly convex) until 715, then decreases until 875 only (non-strictly concave) to increase again after that (non-strictly convex). Moreover, the derivative is positive before 715 (non-strictly isotonic) and negative after 875 (non-strictly antitonic).

To obtain the corresponding lower bound solution, one removes all shape
constraints over the intervals defined by the considered set, namely [675, 755] and [835, 915] (Section 2.3.3). This means that a BQNQA shape is fitted with transitions at 675, 755, 835 and 915. Fig. 4 shows the resulting fit. The corresponding lower bound value ($F_L$) is 0.0033. This is a low value indicating a good fit of the resulting spline function, thus demonstrating the relaxation obtained by removing shape constraints. However, the resulting shape is not a BNA shape as desired. Indeed, the first derivative has multiple local maxima -not one, as desired- in the interval [675,755] and multiple local minima in the interval [835,915].

3.1.3. Demonstration of the B&B algorithm.

The demonstrated bounding procedures are now used within the B&B algorithm (Section 2.3.2). The B&B algorithm was run to identify the optimal
The optimal solution is found after 26 branching steps. This means that 53 nodes of the solution tree are explored, equivalent to solving 106 SOCPs (one for the lower and upper bound respectively). The executed branching steps are displayed in Fig. 5. The optimized location of the inflection points are at 880.219 and 911.771 respectively.

Now return to Fig. 2 where the third fit is the SCS constrained with a QR consisting of the BNA shape (QS) and the obtained optimal values for transitions. It is easy to verify that the BNA sequence implies the existence of a single maximum in the interior of the N-episode. The resulting shape is thus a BCDA sequence. This eliminates the first A and last B episodes as found for the second fit (with PQP shape). The location of the maximum is found at
Figure 5: Visualization of the B&B algorithm for the Titanium data and BNA sequence. Each vertical (horizontal) line represents a split of a subset along the first (second) transition. The black square represents the only remaining live node at termination of the algorithm.

3.2. Retrieving a known function

3.2.1. Case study

The second example is aimed at demonstrating that the B&B algorithm can be used to estimate a known function as well as the true locations of corresponding episode endpoints. To this end, artificial data is generated by sampling the following equation in the range 0 to 3:

\[
y = \begin{cases} 
  2x^3 + 1 & \text{if } 0 \leq x \leq 1 \\
  -10x^3 + 36x^2 + 36x + 13 & \text{if } 1 < x \leq 2 \\
  8x^3 - 72x^2 + 180x - 131 & \text{if } 2 < x \leq 3
\end{cases}
\]  

(38)
It can be verified that the above equation corresponds to a cubic spline with interior knots located at \( x = 1 \) and \( x = 2 \). In addition, it is a natural spline as the second derivative is zero in the argument values \( x = 0 \) and \( x = 3 \). The polynomial coefficients of this function were chosen so that the resulting function has a \( B^+C^+D^+D^- \) shape and is characterized by an inflection point, a maximum, and a zero-crossing at the argument values 1.20, 1.69 and 2.28 respectively. The above function is sampled at equal intervals of 0.1 from 0 to 3, leading to a series of 31 data points. Fig. 6 displays the sampled data points.
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Figure 6: Results for the known function data set. Top: data points, true knots, true transitions, Shape Constrained Spline (SCS) function fit, and optimized transitions. Bottom: Prediction residual between fitted function and true function.

### 3.2.2. Results

An SCS function is fitted to the optimized data by means of the B&B algorithm. The function is a natural cubic spline with knots located in the argument
of each data point and is determined by 31 coefficients. The applied qualitative sequence (QS) is the B⁺C⁺D⁺D⁻ sequence and the objective function is the sum of squares of residuals between sampled data points and fitted function evaluations in the same arguments. Since the data-generating function and the fitted function are of the same type (natural cubic spline) and the knots of the fitted function include all of the knots corresponding to the data-generating function, one expects that a perfect function fit can be obtained. Furthermore, it is expected that the identified transitions match the known locations of the inflection point, maximum, and zero-crossing.

The B&B was run first using both possible cases of shape verification (See Section 2.3.4; case 1 and 2). With this approach, the optimal solution was found with verification in 19 branching steps (38 nodes, 78 SOCPs). When applying only the known case for shape verification (See Section 2.3.4; case 1) the same solution was found in 142 branching steps (288 nodes, 570 SOCPs).

Fig. 6 displays the obtained results. The top panel shows the sampled data points, the knots of the sampled function (True knots), and the true transitions as well as the optimized SCS function and the location of the optimized transitions. One cannot visually distinguish between the locations of the true and optimized transitions. The differences between the true values and the obtained values are 1.99 \times 10^{-4}, 4.11 \times 10^{-7} and 3.73 \times 10^{-8} respectively. As such, the obtained values for the transitions are the true values (1.20, 1.69, and 2.28) within excellent precision. The bottom panel of Fig. 6 displays the prediction residual for the fitted function, i.e., the difference between the fitted function and the true function. The absolute value of these prediction residuals is smaller than 3 \times 10^{-5} over the whole domain of the true function. As such, the B&B algorithm results in retrieving the original, true function within acceptable precision.

3.3. Case study: Diagnosis of a fed-batch reactor

To demonstrate the potential of the developed method, the following paragraphs present a case study in which the generalized SCS function fitting method
is used for fault diagnosis of a fed-batch batch reactor. The case study is explained first (Section 3.3.1). Then, the applied diagnostic procedures are presented (Section 3.3.2). Diagnostic results are presented in Section 3.3.3 and computational demand of the evaluated procedures are given in Section 3.3.4.

3.3.1. Case study

In [59], the simulation model of [5] is simulated under various normal and abnormal conditions to test fault diagnosis methods based on quantitative models, including Principal Component Analysis (PCA) and Independent Component Analysis (ICA) as models for data dimension reduction and Artificial Neural Networks (ANNs) and Support Vector Machines (SVMs) as classification models. In [88] the same data was used for benchmarking of a tool for qualitative representation of trends based on wavelets [3]. In the current study, 30 batches are simulated and analyzed with the purpose of assessing diagnostic performance of the newly proposed method. The first 10 batches correspond to normal operational conditions (NOC). Batch 11 to 20 are simulated with a reduced saturation constant ($K_x$) from 0.15 g/l (nominal value) to values ranging between 0.3 and 0.9 g/l (Fault 1). Batch 21 to 30 are simulated with a reduction of the substrate feed rate in the fed-batch stage to values ranging from 0.001 to 0.01 l/h (Fault 2). Each batch lasts 400 hours. The analyzed data consists of the Penicillin concentration measurement series obtained in each batch. The noise-free simulations of these concentration profiles are used to determine the true location of extrema and inflection points by simple differentiation. The noise-free concentration values are obtained by sampling the simulated concentration at every 0.04 hours (4.80 minutes). Noisy measurements are obtained by adding 25 white noise sequences (Gaussian distribution) with four (4) different standard deviations ($\sigma \in \{.0032, 0.01, 0.032, 0.1\}$) to each batch profile. This leads to the analysis of 3750 (= 30 $\cdot$ 25 $\cdot$ 5) time series, including the noise-free time series. For more details on the simulated data we refer to [59, 88].

Concentration measurement series for the 30 simulated batches are plotted in Fig. 7 for $\sigma = 1e - 2$ with the same, 1st, noise sequence. At this noise level,
the signal to noise ratio (SNR, standard deviation of noisy measurements to standard deviation of noise) is 63.2 for all batches. The SNR values for batches under the NOC, Fault 1, and Fault 2 scenarios are 55.6, 58.9, and 0.466. By visual inspection, batches 1 to 10, 11 to 20 and 21 to 30 are recognized to be of BC, BCBC, and BCDA shape, respectively.

The former visual assessment suggests that qualitative representations of trends can be used to discriminate between different batch conditions. This was tested with limited success based on the wavelet-based method in [88]. Here, we do the same while using the newly developed method to obtain optimal QRs and compare with the method of [88]. Provided such discrimination can be executed successfully and timely, supervisory control can be automated so to mitigate consequences of faulty conditions in a given batch and restore normal operation in subsequent batches.

One may observe that each batch starts with a flat episode (F) and that the batches corresponding to Fault 2 end with an approximately flat episode. While this is correct, it leads to the requirement to optimize the location of additional endpoints of such an F episode, leading to higher computational demand. For this reason, such equality-constrained shapes are ignored for this case study. It is also noted that the B and A shapes are defined by a non-strict inequalities (lower or equal to, higher or equal to) which permits zero-valued derivatives.

3.3.2. Diagnostic procedure

To enable diagnosis on the basis of qualitative analysis of trends, a qualitative sequence (QS) is matched with each possible process condition. Each QS can be reduced to a monotonic sequence by only considering the first-order derivatives. In addition, the presented diagnostic procedures (see below) require a prior likelihood associated with each condition. Triplets of process conditions, QSs, and prior likelihoods are listed in Table 2 for this study. One can see, that a slightly higher prior likelihood is given to NOC (BC). This is done so because the BCBC and the BCDA sequences leave more degrees freedom than the BC sequence and potentially deliver a better fit and thus higher likelihood. The
applied prior likelihoods assist in offsetting this advantage and have been set by trial and error due to lack of a formal method to define priors on QSs. This challenge is discussed further in Section 4. Note that the BCDA sequence is the same as a BNA sequence as the two inflection points in a BNA sequence imply a maximum in between them, as is also discussed in Section 3.

The diagnosis task can then be executed as follows:

1. For each possible condition and associated QS, optimize the location of extrema and inflection points implied in the QS with the presented B&B algorithm. The negative log-likelihood of the data conditional to the QS is used as the objective function to be minimized.

2. After optimization, compute the likelihood of the data conditional to the computed QR for each of the possible conditions. This is the maximum
Table 2: Process conditions, qualitative sequences (QSs), and prior likelihoods

<table>
<thead>
<tr>
<th>Condition</th>
<th>Qualitative sequence (QS)</th>
<th>Monotonic</th>
<th>Prior likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal Operation Conditions (NOC)</td>
<td>BC</td>
<td>U</td>
<td>1.00</td>
</tr>
<tr>
<td>Fault 1</td>
<td>BCBC</td>
<td>U</td>
<td>0.99</td>
</tr>
<tr>
<td>Fault 2</td>
<td>BCDA (=BNA)</td>
<td>UL</td>
<td>0.99</td>
</tr>
</tbody>
</table>

likelihood conditional to each QS.

3. Multiply the maximum likelihoods as computed in step 2 with the prior likelihood for each condition. Normalize these likelihoods so they sum to one. This results in the MAP probability for each QS.

4. Select the QS and associate condition with maximum value for the computed MAP.

The above procedure is applied for 30 batches used in this study, particularly those with $\sigma = 0.01$ and with the same first noise sequence. In what follows, we refer to this procedure as the Shape Constrained Spline Diagnosis Procedure 1 (SCSDP1). The negative log-likelihood in step 1 is the exponential of the sum of squared residuals (SSR):

$$-\log(L(y, c)) = J(y, c) = \sum_{j=1}^{n} (y_j - f(x_j, c))^2 = SSR \quad (39)$$

This is a convex function of the spline coefficients. As such the SOCP and B&B methods remain valid. The spline knots are placed at every 50th measurement, leading to 101 spline coefficients for each time series.

To investigate potential improvements in computational demand, a slightly different diagnostic procedure was tested as an alternative on all the batches. The steps are as follows and are specific to this case study.

1. Compute the location of inflection points implied in the sequence BNA (corresponding to Fault 2) with the presented B&B algorithm. The same
objective function is used. The MAP for the sequence BNA is computed and referred to as \( L_{BNA} \).

2. Compute the SCS function with a single monotonic sequence, U (upward trend). Since no extrema or inflection points are to be located, this can be solved as a single SOCP. Compute the associated maximum posterior likelihood by multiplying the data likelihood with 1.01 and refer to this likelihood as \( L_U \).

3. If \( L_U < L_{BNA} \), then the diagnosis result is that BNA, and thus Fault 2, is most likely. This ends the diagnosis procedure. Otherwise, go to step 4.

4. If \( L_U > L_{BNA} \), then continue computations so to compute the maximum posterior likelihood conditional to the remaining QSs \( (L_{BC}, L_{BCBC}) \). Normalize the resulting likelihoods and select the condition which has maximum posterior probability. I.e., MAP probability is used to select the final diagnosis result.

This second procedure is referred to as Shape Constrained Spline Diagnosis Procedure 2 (SCSDP2). This procedure is guaranteed to deliver the same diagnostic result as the SCSDP1 because \( L_U \) is an upper bound for the MAP for both the BC and BCBC sequences. This is true because the BC and BCBC include all monotonicity constraints associated with the U sequence as well as additional constraints on the second derivative. For this reason, the negative log-likelihood for the optimal BC and BCBC representations cannot be lower than the negative log-likelihood for the U sequence. Furthermore, if \( L_{BNA} > L_U \), one is sure that the \( L_{BC} \) and \( L_{BCBC} \) values cannot be higher than \( L_U \) and one can select the BNA sequence as most likely without computing the optimal location of the inflection points in the BC and BCBC sequences. The SCSDP2 is thus potentially computationally beneficial without losses in accuracy.

The results obtained with the wavelet-based method for qualitative analysis as used in [88] for the same batches are used here for comparison. This compar-
ison includes (1) the accuracy of diagnosis and (2) computational requirements for each method.

3.3.3. Diagnostic results

Detailed results are first presented for 30 simulated batches only, namely for the 30 simulated batches with $\sigma = 0.01$ and applying the same first noise sequence. The posterior probabilities as computed with the SCSDP1 are shown in Fig. 8. It can be seen that maximum values for the MAP likelihood are obtained for the true QS. Still, the MAP values are fairly close to each other, especially for the NOC and Fault 1 batches, possibly suggesting that the method may not be very robust. With the SCSDP2, the results (not shown) differ only for batch 21 to 30. Here, only the inflection points in the BNA representation are optimized for batches 21 to 30 as the likelihood for the upward. Thus, with the SCSDP2 it is only known that the MAP for the BNA sequence is higher than the MAPs for the BC and BCBC sequences. This is sufficient for diagnosis.

The QRs corresponding to the maximum MAP value for the 30 selected batches (batches with $\sigma = 0.01$ and first noise sequence) are displayed in Fig. 9. As observed before, the SCS method obtains perfect classification as the displayed sequences are the correct ones.

To investigate why the MAP values for different sequences can be so close, as shown in Fig. 8, Fig. 10 shows all the obtained QRs corresponding to the first ten batches. Thus, for each of these ten batches, three QRs, corresponding to the BC, BCBC, and BNA sequences, are displayed. Interestingly, two of the three inflection points in the BCBC representation are always close to each other and the last inflection point in the BNA sequence is always very near to the end of the batch length. It was further visually confirmed that the implied maximum in the BNA representations is also close to the end of the batch. This is an indication of why the MAP values can be so close. Indeed, the added primitives in the BCBC and BNA sequences, compared to the BC sequence, have limited effects on the obtained SSR, and thus the MAP, because the identified episodes are rendered small by means of the optimization method. In the discussion
The QRs obtained by the wavelet-based method are shown in Fig. 11. Here one sees that no single QR is identified correctly, which is a further indication of this method’s extreme sensitivity to moderate levels of noise as reported in [88].

From here on, diagnostic results obtained with results for the whole simulation study (all noise levels and noise sequences) are discussed. In Fig. 12, the fraction of correctly classified batches (accuracy) is displayed for each noise level and for each process condition. Each fraction is thus based on 250 batches (10 simulated batches with 25 noise sequences). It can be seen that the SCS method outperforms the wavelet-based method by large margins except for NOC...
batches at the highest noise level. The reason for this is that the wavelet-based method classifies a large fraction of the batches as unknown. This is because the resulting QR does not match any of the previously identified QSs (BC, BCBC, BCDA). This was also be observed in Fig. 9. Increasing the noise level reduces the accuracy of the SCS method. The accuracy remains above 90% however for batches with fault 1 and 2, even at the highest noise level. For NOC batches, it reduces to zero at the highest level. This is because a large fraction of the NOC batches is classified as a fault 2 batch. In supplementary materials, one can find frequency tables for both the SCS and wavelet-based method which further demonstrate the dramatic increase in performance with the proposed method.
Figure 10: Qualitative representations (QRs) obtained with the Shape Constrained Spline (SCS) diagnosis method for batches 1 to 10. Each horizontal bar represents one batch. Red is used for upward trends, blue for downward trends and green for the concave episode. The bars are displayed in groups of 10 corresponding to the BC, BCBC, and BNA sequences (top to bottom).

3.3.4. Computational demand

The B&B algorithm is renown for its high computational demand. As such, checking the time needed for a diagnostic result should not be ignored in the evaluation of the new method. Fig. 13 shows the time needed for the diagnosis task with the newly developed method (SCSDP1 and SCSDP2) as well as with the method of [88] on the same PC (Pentium IV, 3 GHz, 1 GB RAM). The results shown are for the same 30 batches as discussed above ($\sigma = 1e - 2$ with the same, 1st noise sequence). Several conclusions can be drawn regarding the computational time demand. First, the time needed for the original wavelet-based method is nearly constant and amounts to 2.5 minutes (0.04 hours). In
contrast, the method based on SCS function fitting has a widely varying time demand ranging from about 5 minutes (0.08 hours) for batches 11 to 20 up to 20 hours for batches 21 to 30. Because the computational demand is fairly constant for each group of batches (1-10, 11-20, 21-30), it is clear that the computational time is highly sensitive to the true shape of the analyzed time series. This is not so with the original method of [88].

The SCSDP1 and SCSDP2 need about the same computational time for batches 1 to 20. In contrast, for batches 21 to 30, the SCSDP2 procedure requires less than 6 minutes while the SCSDP1 more than 18 hours for these batches. This discrepancy is due to the fact that with the SCSDP2 procedure the B&B algorithm was only used once for the computation of extremum and inflection points in the BCDA representation. Each time, the resulting posterior likelihood for this sequence ($L_{BCDA}$) was higher than the likelihood for the U...
Figure 12: Accuracy of the fault diagnosis procedure with the SCS method (left) and the wavelet-based method (right) as function of the noise standard deviation and process condition. Circles indicate zero accuracy.

sequence ($L_U$) so that the optimization for the BC and BCBC sequence is not executed.

The effect of noise on the computational requirements for the SCS method is only studied with SCSDP2, because of the high computational demand associated with the SCSDP1. The average times needed to obtain the diagnostic result, each based on 250 batches, are plotted in Fig. 14 as function of the standard deviation. As observed above, the required time is up to a factor 100 larger for the SCS method (SCSDP2) compared to the wavelet based method. Also, the computational time is influenced by the simulated fault scenario, with decreasing requirements for NOC, Fault 1, and Fault 2 conditions. One can see that increasing noise levels increase the computational demand for the SCSDP2,
though this is not a dramatic effect. The wavelet method is generally unaffected by the noise level, except that the complete absence of noise reduces the computational requirements by a factor 10.

4. Discussion

Generalization of univariate Shape Constrained Spline (SCS) function fitting

With this manuscript a globally optimal method for univariate SCS function fitting is presented. The optimal argument values for changes between primitives in a qualitative sequence (QS) can be found with a branch and bound (B&B) algorithm. The lower and upper bounds which are necessary for its validity were provided with detailed proofs based on a Second Order Cone Program (SOCP) formulation of SCS function fitting.
Global optimality for data mining  Historical developments in the context of qualitative analysis are characterized by ample use of heuristics and are therefore often suboptimal in a statistical sense. The provided method is optimal in the maximum likelihood sense. In addition, the use of a deterministic global optimization approach is rather unique in the context of nonlinear data mining methods. It is more typical to use local optimization methods such as the EM algorithm or stochastic optimization methods such as genetic algorithms. Exceptions are found in the context of Feed-Forward Neural Networks [73, 77].

Discriminative power  It was observed in the fault diagnosis case study that dissimilar QSs can still lead to very similar values for the likelihood. One important aspect is that the method as applied does not limit or guarantee the distance between any two consecutive endpoints. The result is that consecutive episode endpoints can be very close to each other, thereby reducing the impact of the presence of a particular primitive within a QS on the overall function fit. This reduces the discriminative power of the method, which is however successfully accounted for in this study by a prior likelihood for each QS. To improve this power, one may implement a
minimal distance constraint on the episode endpoints. This would imply a uniform prior over the set of feasible episode endpoints. Practically, it would imply a rather simple adjustment of the QP used to identify a feasible point. Similarly, [15] provide a threshold on the length of any episode. Alternatively, the proposed method allows also to use a smooth prior on the episode endpoints, e.g., by including a penalty term on the episode endpoint distances. Both modifications however require adjustment of the bounding procedures and also introduces additional meta-parameters (minimal distance parameter or penalty parameter) which require additional tuning of method.

Limitations The provided method has some limitations in its current form. These include that (1) the method does not handle multivariate data series and (2) does not permit multiple independent variables, e.g., for shape constrained estimation of surfaces. In addition, (3) the fitted spline function cannot have discontinuities (knots with multiplicity), in turn implying that (4) certain QSs are not permitted. Furthermore, (5) it is assumed that one or more plausible QSs are given and (6) that the associated prior likelihoods for the QSs can be identified based on expert knowledge, neither if which is necessarily true. Finally, (7) no efficient method is yet available to compute confidence bounds on the spline coefficients or fitted function. Of limited concern is that there is a maximum for the allowed number of episode endpoints can be located between two knots of a spline. As indicated in the text, this is accomodated easily by adding additional knots.

Current and future research efforts are aimed at eliminating the above limitations. For example, an extension for multivariate time series (limitation 1) underwent preliminary tests already [76]. Allowing for multiple inputs (limitation 2) is likely a hard problem. However, it also appears irrelevant for process diagnosis as time has been the only independent variable considered so far in the context of process diagnosis based on qualitative
analysis. Still, [63] gives an overview of available approaches for multiple input variables. Preliminary results (unpublished) indicate that limitation 3 and 4 can be addressed by further relaxations of the SCS fitting problem, leading to more general yet more complex bounding procedures and slower convergence of the B&B algorithm. To address limitation 5, the QS itself needs to be included in the mathematical program. For limitation 6 and 7, Monte Carlo simulations are likely a good yet lengthy solution to compute Bayes factors (limitation 6) and credible intervals (limitation 7). Approximate solutions may also be suitable, e.g., by making use of the Unscented Transform [40].

**Computational time** The B&B algorithm is known to be computationally intensive for problems with many parameters to be optimized. This was especially observed for the batch reactor case study. Given that one batch lasts about 400 hours, 20 hours of computation may be feasible for similar applications in industrial practice where off-line or end-of-batch assessment is warranted. However, the presented method may not be suitable for on-line application. In the particular study shown, a second procedure allowed a reduction of the computational time to less than 10 minutes for all considered batches. This second procedure took extra information about the considered QSs and their associated likelihoods into account. As it is not certain that such information is always available, such performance cannot always be expected. However, this result shows that a careful analysis of the considered QSs can assist in obtaining a reasonably fast diagnosis procedure without losing optimality.

It is also noted here that a very basic version of B&B algorithms is implemented with conventional rules for node selection and variable selection. Extended versions (e.g., branch-and-reduce, branch-and-cut) or other rules will be investigated as a means to reduce the computational time. Also, an initial guess of the episode endpoints can be used to provide a better upper bound at the root node. Such an initial guess could be ob-
tained by means of faster but suboptimal methods for qualitative analysis by visual inspection. Naturally, such visual inspection would be time-consuming is and is likely prohibitive for large data bases. Alternative but suboptimal methods for qualitative trend analysis [81] may be easier to achieve initial guesses. A method which is expected to be particularly useful is presented in [86]. It is based on solving an approximation of the SOCPs as solved in this work and allows to use more efficient algorithms such as Dynamic Programming (DP) [43]. Finally, different formulations of the problem as already explored in [63] may studied further to obtain faster solution schemes.

Applications The presented method for generalized SCS function fitting is expected to be broadly applicable. In this study, we demonstrated its application for batch process diagnosis. In the future, we expect to evaluate the method in the context of data reconciliation, data clustering and, classification. Solving such problems may further lend itself to improved fault detection and diagnosis and pattern discovery and recognition in dynamic processes. An important advantage of qualitative analysis in this context over other, quantitative, data mining methods is the amount of data needed for proper tuning of the presented method is very limited.

5. Conclusions

With this manuscript a generalized method for univariate Shape Constrained Spline (SCS) function fitting is provided and demonstrated. The method builds further on earlier work in which SCS function fitting was recognized to be equivalent to solving a Second Order Cone Program (SOCP). The proposed method extends the existing approach by searching proper identification of the so called episode endpoints which can signify zero crossings, extrema, and inflection points. This identification is globally optimal thanks to the use of the branch-and-bound (B&B) algorithm. The lower and upper bounds which
are prerequisites for application of this algorithm were explained in detail and proven valid.

In addition to the generalization of existing SCS-based methods, some barriers in the context of qualitative analysis have been removed. First of all, the method is globally optimal in a maximum likelihood sense, which is a first in this research area. Second, the method only needs a qualitative sequence (QS) as a shape constraint, i.e., a sequence of sets of signs for the fitted function and its derivatives. Such sequences are often provided by process experts as target patterns without specifying the transition times between the sets of signs. As such, the method allows optimal recognition of such target patterns, as was demonstrated. Furthermore, the QS which functions as a shape constraint for spline fitting is also of the same format of qualitative simulation results. Because of this, it is expected that SCS function fitting can be used to compare and select different qualitative models based on experimental data.

The global optimality of the method means that the method can be used for benchmarking of other, faster methods for on-line applications. Unfortunately, the provided method is considered too slow for real-time on-line applications. Therefore, future work will focus on the development of methods which are substantially faster while closely approximating the optimality of the provided method.
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## List of acronyms and symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a, b$</td>
<td>left/right interval endpoint (scalar)</td>
</tr>
<tr>
<td>$a_i, b_i$</td>
<td>interval endpoints or knot arguments (scalar)</td>
</tr>
<tr>
<td>$c_{ij}, x_{ij}, y_{ij}$</td>
<td>element of matrix $C/X/Y$ on row $i$, column $j$ (scalar)</td>
</tr>
<tr>
<td>$c_i, x_i, y_i$</td>
<td>$i^{th}$ element of vector $c/X/y$ (scalar)</td>
</tr>
<tr>
<td>$c, x, y$</td>
<td>column vectors</td>
</tr>
<tr>
<td>$e$</td>
<td>index of episodes (integer)</td>
</tr>
<tr>
<td>$f(t)$</td>
<td>univariate function in $t$</td>
</tr>
<tr>
<td>$f^{(k)}(t)$</td>
<td>$k^{th}$ derivative with respect to $t$ of function $f$</td>
</tr>
<tr>
<td>$g_{q+j,k}$</td>
<td>vector of linear coefficients to project the spline basis coefficients, $c$, onto the piece-wise polynomial basis coefficients of degree $k$ on interval $q + j$</td>
</tr>
<tr>
<td>$h, i, j, q, r$</td>
<td>index variables (integer)</td>
</tr>
<tr>
<td>$k$</td>
<td>order of monomial or derivative (integer)</td>
</tr>
<tr>
<td>$l_e, u_e$</td>
<td>lower and upper limit for right episode endpoint (scalar)</td>
</tr>
<tr>
<td>$m$</td>
<td>number of interval endpoints or knots (integer)</td>
</tr>
<tr>
<td>$n$</td>
<td>degree of polynomial or spline function (integer)</td>
</tr>
<tr>
<td>$n_e$</td>
<td>number of episodes (integer)</td>
</tr>
<tr>
<td>$p_k$</td>
<td>polynomial coefficient of order $k$ (scalar)</td>
</tr>
<tr>
<td>$s_{e,k}$</td>
<td>sign of derivative of order $k$ in episode $e$ (+1, 0, or -1)</td>
</tr>
<tr>
<td>$t$</td>
<td>function argument (scalar)</td>
</tr>
<tr>
<td>$t_{e,1}$</td>
<td>left episode endpoint (scalar)</td>
</tr>
<tr>
<td>$t_e, t_{e,2}, t_s$</td>
<td>right episode endpoint (scalar)</td>
</tr>
<tr>
<td>B&amp;B</td>
<td>Branch and Bound</td>
</tr>
<tr>
<td>$C, X, Y$</td>
<td>matrices</td>
</tr>
<tr>
<td>DP</td>
<td>Dynamic Program</td>
</tr>
<tr>
<td>$F(y, c)$</td>
<td>objective function in $y$ and $c$, convex in $c$</td>
</tr>
<tr>
<td>$F_L$</td>
<td>Lower bound</td>
</tr>
<tr>
<td>$F_{OPT}$</td>
<td>Global optimum objective function</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>$F_R$</td>
<td>Reduced upper bound</td>
</tr>
<tr>
<td>$F_U$</td>
<td>Upper bound</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum A posteriori Probability</td>
</tr>
<tr>
<td>NLP</td>
<td>Non-Linear Program</td>
</tr>
<tr>
<td>QR</td>
<td>Qualitative Representation</td>
</tr>
<tr>
<td>QS</td>
<td>Qualitative Sequence</td>
</tr>
<tr>
<td>SCS</td>
<td>Shape Constrained Spline</td>
</tr>
<tr>
<td>SCSDP1</td>
<td>Shape Constrained Spline Diagnosis Procedure 1</td>
</tr>
<tr>
<td>SCSDP2</td>
<td>Shape Constrained Spline Diagnosis Procedure 2</td>
</tr>
<tr>
<td>SDP</td>
<td>Semi-Definite Program</td>
</tr>
<tr>
<td>SOC</td>
<td>Second Order Cone</td>
</tr>
<tr>
<td>SOCP</td>
<td>Second Order Cone Program</td>
</tr>
<tr>
<td>SSR</td>
<td>Sum of Squared Residuals</td>
</tr>
<tr>
<td>$\mathcal{A}$, $\mathcal{D}$</td>
<td>Sets of argument values</td>
</tr>
<tr>
<td>$C_L$, $C_U$</td>
<td>Set of spline coefficients for the lower/upper bound</td>
</tr>
<tr>
<td>$\mathcal{T}$</td>
<td>Set of feasible endpoints</td>
</tr>
<tr>
<td>$\lambda_k$</td>
<td>Regularization parameter for derivative or order $k$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Noise standard deviation</td>
</tr>
</tbody>
</table>
6. Supplementary materials

This paper’s supplementary materials include (1) the Matlab code for the generalized Shape Constrained Spline fitting method and (2) detailed confusion tables for the diagnosis case study (Section 3.3). The latter are discussed in this document.

6.1. Supplementary materials to Section 3.3

Frequency tables are listed below in increasing order of noise levels ($\sigma \in \{0, 0.0032, 0.01, 0.032, 0.1\}$).
<table>
<thead>
<tr>
<th>Method</th>
<th>Shape constrained spline method</th>
<th>Wavelet-based method</th>
</tr>
</thead>
<tbody>
<tr>
<td>True condition</td>
<td>NOC    Fault 1   Fault 2</td>
<td>NOC   Fault 1   Fault 2</td>
</tr>
<tr>
<td>Result ↓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOC (BC)</td>
<td>250</td>
<td>0</td>
</tr>
<tr>
<td>Fault 1 (BCBC)</td>
<td>0</td>
<td>250</td>
</tr>
<tr>
<td>Fault 2 (BCDA)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>other</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Table 4:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency tables for</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fault classification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>for $\sigma = 0$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Shape constrained spline method</th>
<th>Wavelet-based method</th>
</tr>
</thead>
<tbody>
<tr>
<td>True condition</td>
<td>NOC    Fault 1   Fault 2</td>
<td>NOC   Fault 1   Fault 2</td>
</tr>
<tr>
<td>Result ↓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOC (BC)</td>
<td>250</td>
<td>0</td>
</tr>
<tr>
<td>Fault 1 (BCBC)</td>
<td>0</td>
<td>250</td>
</tr>
<tr>
<td>Fault 2 (BCDA)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>other</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Table 5:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency tables for</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fault classification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>for $\sigma = 0.0032$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Shape constrained spline method</th>
<th>Wavelet-based method</th>
</tr>
</thead>
<tbody>
<tr>
<td>True condition</td>
<td>NOC    Fault 1   Fault 2</td>
<td>NOC   Fault 1   Fault 2</td>
</tr>
<tr>
<td>Result ↓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOC (BC)</td>
<td>250</td>
<td>1</td>
</tr>
<tr>
<td>Fault 1 (BCBC)</td>
<td>0</td>
<td>248</td>
</tr>
<tr>
<td>Fault 2 (BCDA)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>other</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Table 6:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency tables for</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fault classification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>for $\sigma = 0.01$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method →</td>
<td>Shape constrained spline method</td>
<td>Wavelet-based method</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>True condition →</td>
<td>NOC Fault 1 Fault 2</td>
<td>NOC Fault 1 Fault 2</td>
</tr>
<tr>
<td>Result ↓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOC (BC)</td>
<td>147 1 0</td>
<td>112 152 0</td>
</tr>
<tr>
<td>Fault 1 (BCBC)</td>
<td>5 242 0</td>
<td>0 2 0</td>
</tr>
<tr>
<td>Fault 2 (BCDA)</td>
<td>98 7 250</td>
<td>0 0 9</td>
</tr>
<tr>
<td>other</td>
<td>- - -</td>
<td>138 96 241</td>
</tr>
</tbody>
</table>

Table 7: Frequency tables for fault classification for $\sigma = 0.032$

<table>
<thead>
<tr>
<th>Method →</th>
<th>Shape constrained spline method</th>
<th>Wavelet-based method</th>
</tr>
</thead>
<tbody>
<tr>
<td>True condition →</td>
<td>NOC Fault 1 Fault 2</td>
<td>NOC Fault 1 Fault 2</td>
</tr>
<tr>
<td>Result ↓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOC (BC)</td>
<td>0 5 0</td>
<td>143 102 0</td>
</tr>
<tr>
<td>Fault 1 (BCBC)</td>
<td>228 230 0</td>
<td>0 0 0</td>
</tr>
<tr>
<td>Fault 2 (BCDA)</td>
<td>22 15 250</td>
<td>0 0 0</td>
</tr>
<tr>
<td>other</td>
<td>- - -</td>
<td>107 148 250</td>
</tr>
</tbody>
</table>

Table 8: Frequency tables for fault classification for $\sigma = 0.1$