Towards Runtime Support for Norm-Governed Multi-Agent Systems

Visara Urovi*, Stefano Bromuri*, Kostas Stathis*, Alexander Artikis**
*Department of Computer Science, Royal Holloway, University of London, UK.
**Institute of Informatics and Telecommunications, NCSR Demokritos, Greece.

Abstract
We present a knowledge representation framework with an associated run-time support infrastructure that is able to compute, for the benefit of the members within a norm-governed multi-agent system, physically possible and/or permitted actions current at each time, as well as sanctions that should be applied to violations of prohibitions. Experimental results on a benchmark scenario indicate how by distributing norms we can provide run-time support to large-scale, norm-governed, multi-agent systems.

Introduction
Norm-governed multi-agent systems (Artikis, Sergot, and Pitt 2009) are open multi-agent systems that are regulated according to the normative relations that may exist between member agents, such as permission, obligation, and institutional power, including sanctioning mechanisms dealing with violations of prohibitions and non-compliance. Despite the proliferation of knowledge representation frameworks for norm-governed systems, these frameworks often focus on the expressive power of the formalism proposed and typically abstract away from the computational aspects and experimentation. If the computational behavior is studied, then this often happens in isolation, at times theoretically only, and in many occasions leaves unexplored any experimental evaluation.

Our work aims at using existing Event Calculi (Kesim and Sergot 1996; Bromuri and Stathis 2009) to support agent permissions, prohibitions and sanctions at run-time. We assume that agents cannot compute these normative relations on their own because of computational constraints, incomplete knowledge about the application state and primarily preoccupation with their agendas. The novelty of our approach is the ability to formulate the distribution of the physical and social environments of a norm-governed application in order to efficiently compute their corresponding physical and social states.

The Open Packet World
To exemplify our approach we use Packet World (Weyns, Helleboogh, and Holvoet 2005), see Fig. 1(a)(i), where a set of agents situated in a rectangular grid pick colored packets (squares) and deliver them in destinations (circles) matching a packet’s color. Agents see only part of the grid (e.g. the square around agent a2 in Fig. 1 is its perception range), so they collaborate through teams and use of flags to indicate already explored areas known to have no packets. Also, agents are powered by a battery that discharges when agents move. Recharging the battery requires a charger (located at (7,8) of Fig. 1). The charger emits a gradient perceivable at any grid location; a small/large value implies that the distance from the charger is close/far respectively.

We introduce a competitive version of the above scenario, the Open Packet World (OPW), where agents win points when they deliver packets and may have to gain if they obstruct others e.g. by putting a flag in an area that is unexplored. To avoid unsocial behavior, in OPW we introduce norms, i.e. an agent is not permitted to flag an unexplored area as it will mislead others to think that there are no packets in this part of the grid. Violation of norms results in sanctions, for example, the reduction of points of the violating agent.

We experiment with our scenario using the GOLEM agent platform1. GOLEM supports the deployment of agents - cognitive entities that can reason about sensory input received from the environment and act upon it, objects - resources that lack cognitive ability, and containers - virtual spaces containing agents and objects and capturing their ongoing interactions in terms of an events-based approach.

The simplest way to model the OPW in GOLEM is shown in Fig. 1(a). Here we deploy a container representing the world (Bromuri and Stathis 2007) extended with an active object which we call Social Calculator. This object will contain the norms, will encapsulate the state of the physical container in order to check for violations in it, extend it with a social state by storing possible violations, while at the same time serve agents who would want to know what their permissions are at a specific time.

To represent the state of a GOLEM container we use the object-based notation of C-logic, a formalism that describes objects as complex terms (Chen and Warren 1989). For simplicity, the term below represents the state of a 2 x 2 packet world showing only one agent, packet, destination and battery:

1http://golem.cs.rhul.ac.uk
Object instances belong to classes (e.g. packet_world), are characterized by unique identifiers (e.g. c1), and have attributes with single values (e.g. address) or multiple values (e.g. grid). The representation of the 8 x 8 grid of Fig. 1 is similar but larger, e.g. more agents, packets, destinations, and squares.

Complex objects evolve as a result of events happening in the state of a container (Bromuri and Stathis 2009). To query the value Val of an attribute Attr for an entity Id of container C at a specific time T, we will use the definition:

\[
\text{solve}_\text{at}(C, \text{Id}, \text{Class}, \text{Attr}, \text{Val}, T) \leftarrow \\
\text{holds}_\text{at}(C, \text{container}, \text{entity}_\text{of}, \text{Id}, T), \\
\text{holds}_\text{at}(\text{Id}, \text{Class}, \text{Attr}, \text{Val}, T).
\]

\text{holds}_\text{at}/5 extends the Event Calculus with an object-based data-model (Kesim and Sergot 1996). The extension describes how the value Val of an attribute Attr for a specific Class instance identified by Id hold at a particular time T. For details the reader is referred to (Kesim and Sergot 1996). With this extended Event Calculus we specify physical possibility for the OPW as:

\[
\text{possible}(E, T) \leftarrow \\
\text{do: } E [\text{actor} \rightarrow A, \text{act} \rightarrow \text{move}, \text{location} \rightarrow \text{SqB}], \\
\text{solve}_\text{at}(\text{this}, A, \text{picker}, \text{position}, \text{SqA}, T), \\
\text{adjacent}(\text{SqA}, \text{SqB}), \\
\text{not occupied}(\text{SqB}, T).
\]

The rule states that it is possible for an agent to move to an adjacent position as long as it is not occupied. The keyword \text{this} is used here to refer to the identifier of the current container.

We can now formalize the social state as a C-logic structure that extends the physical state with social attributes to hold information about any current sanctions imposed on any of the agents and the points agents have collected so far. An example snapshot of a social state for the OPW is shown below:

\[
\text{packet}_\text{world}_\text{social}_\text{state}: s1 [
\quad \text{physical}_\text{state} \rightarrow \text{packet}_\text{world}:c1, \\
\quad \text{sanctions} \rightarrow \{\text{sanction}:s1 [\text{agent} \rightarrow a2, \text{ticket} \rightarrow 5]\}, \\
\quad \text{records} \rightarrow \{\text{record}:r1 [\text{agent} \rightarrow a1, \text{points} \rightarrow 35], \\
\quad \text{record}:r2 [\text{agent} \rightarrow a2, \text{points} \rightarrow 25]\}\]
\]

The term above states that agent a2 has been sanctioned with 5 points. We show the records of two agents only to save space. Agent a1 has collected 35 points, while a2 has collected 25 after the sanction is applied. The social state contains rules for what is permitted and what is forbidden:

\[
\text{permitted}(\text{Event}, \text{T}) \leftarrow \text{not forbidden}(\text{Event}, \text{T}).
\]

In OPW what is permitted is defined generically while what is forbidden domain specifically. When a forbidden act has taken place, the Social Calculator raises a violation. More complex permissions and sanctions can be formalized similarly.

An alternative way to model the OPW is to split the physical state of a single container into smaller states that we distribute in different containers. Fig. 1(b)(i) shows four 4 x 4 adjacent containers for OPW together with their corresponding Social Calculators (see Fig. 1(b)(ii)). GOLEM supports this feature with the Ambient Event Calculus (AEC) (Bromuri and Stathis 2009). Given a container C and a starting Path, we can query a maximum number of neighbors Max, returning a final Path* where an object identifier Id, class Cis, attribute Attr, and value Val hold at time T:

\[
\text{neighbouring}_\text{at}(C, \text{Path}, \text{Path}^*, \text{Max}, \text{Id}, \text{Cls}, \text{Attr}, \text{Val}, T) \leftarrow \\
\text{Max} \geq 0, \\
\text{ locally}_\text{at}(C, \text{Path}, \text{Path}^*, \text{Id}, \text{Cls}, \text{Attr}, \text{Val}, T). \\
\text{neighbouring}_\text{at}(C, \text{Path}, \text{Path}^*, \text{Max}, \text{Id}, \text{Cls}, \text{Attr}, \text{Val}, T) \leftarrow \\
\text{holds}_\text{at}(C, \text{container}, \text{neighbour}, \text{N}, T), \\
\text{not member}(\text{N}, \text{Path}), \\
\text{Max}^* \text{ is } \text{Max} - 1, \\
\text{append}(\text{Path}, [\text{C}], \text{New}), \\
\text{neighbouring}_\text{at}(\text{N}, \text{New}, \text{Path}^*, \text{Max}^*, \text{Id}, \text{Cls}, \text{Attr}, \text{Val}, T).
\]

The first clause checks whether the object is in the local state of a container. locally_at/8 checks with holds_at/5 to find the object in the container’s state, including sub-containers\(^2\), if any. The second clause looks for neighbors. If a new neighbor N is found, this neighbor is asked the query but in the context of a New path and a new Max*.

We are now in a position to customize our representation for distributing the physical and social state by redefining the solve_at/6. The definition below has the effect of changing all the physical and social rules so that they can work with distributed containers:

\(^2\)We refer the interested reader to (Bromuri and Stathis 2009) for a definition of locally_at/8.
solve_at(C, Id, Class, Attr, Val, T) ←
neighbouring_at(C, [], 1, Id, Class, Attr, Val, T).

The empty list [] above states that the initial path is empty, the underscore \_\_\_, that we are not interested in the resulting path, and the number 1 indicates that we should look at all neighbors whose distance is one step from the current container. In this way, we can query all the neighbors of a container in the OPW of Fig. 1(b).

**Experimentation**

To test how our framework would behave in norm-governed applications with a large number of agents we have performed two sets of experiments: one where the OPW is deployed in one container and another where it is deployed in many distributed containers. In both sets of experiments we measured the time needed for an action to be physically possible and permitted. We also varied the number of agents playing in the OPW, observe the number of events in the system, and observed how these parameters affect the performance of the system in both experimental settings. We also tested whether our original intuition that the distributed version will perform better than the centralized was valid.

In the first set of experiments, we tested the OPW in a centralized container deployed on an Intel Centrino Core 2 Duo 2.66GHz with 4GB of RAM. The environment was represented by a 40x40 grid and 100 packets were collected by the agents and released into one of the 8 destinations in the grid. We run the first test with 10 agents, the second test with 30 agents and the third test with 50 agents. In all of the runs, the agent “minds” (reasoning components) were deployed in a separate machine and were remotely connected with their “bodies” (action execution components) deployed in the GOLEM container. We found that the time \( T_c \) needed to compute the social and physical state for a centralized container is characterized by the following equation:

\[
T_c = a \times E + 10 \text{ with } a \sim \frac{Ne}{Na}
\]

where \( Ne \) is the number of entities in the system, \( Na \) is the number of active entities performing events, \( E \) is the number of events in the system and \( f0 \) is initial time to register the entities in the container. The equation states that as the number of agents increases, then \( Na \) increases, which means that the \( a \) decreases, which results in better performance.

In the second series of experiments we distributed the OPW grid (40x40) first into two containers (20x40) and then into four (20x20) different containers. For the distribution of the containers we used an Intel Centrino Core 2 Duo 2.66GHz with 4GB of RAM and an Intel Centrino Core Duo 1.66GHz with 1GB of RAM. Agents were deployed in distributed containers and were mobile (Bromuri and Stathis 2009). Now we found that the time to compute the physical and social state distributed over many containers is defined by the equation:

\[
T_d = \frac{T_c}{d} + i \times c \sim \frac{Ne}{d \times Na} \times E + \frac{w}{d} + i \times c
\]

where \( T_d \) is the time to compute the same experiment with a centralized container, \( d \) is number of containers used in the decentralized version, \( i \) is the number of interactions between containers and \( c \) is the cost of container interaction.

In other words, when we distribute the agent environment in multiple containers, the time to compute the physical and the social state is inversely proportional to the number of containers, thus improving the performance. However, there is an additional delay to compute the physical and social state which is due to the interactions between the containers. A more detailed discussion on our experimental evaluation and the implementation can be found in (Urovi et al. 2010).

**Conclusions and Future Work**

We have presented a knowledge representation framework with an associated run-time infrastructure that is able to compute, for the benefit of the members within a norm-governed multi-agent system, physically possible and permitted actions current at each time, as well as sanctions that should be applied to violations of prohibitions. We exemplified the ideas by applying the infrastructure on a benchmark scenario for norm-governed multi-agent systems. Through experimentation we have explored how to use the knowledge representation framework to distribute parts of the infrastructure so that we can provide run-time support to larger-scale multi-agent systems regulated by norms.

In the future we plan to include obligations, rights and institutionalized power in our framework. We also plan to perform larger scale experimental evaluations comparing ‘query time’ versus ‘update time’ trade-offs of our infrastructure across different applications.
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