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Abstract

In the Laboratory of Speech Acoustics ASR research has been prepared, in which we were searching for the possibility to contribute to the higher linguistic processing levels of ASR – at syntactic, and semantic level – by acoustical pre-processing of the supra-segmental (prosodic) features. The subject of our current article is a semantic level processing, built on supra-segmental parameters. HMM models of modality types of sentences were built by training the recognizer with speech databases processed according to the types of modality, and a simple set of connection rules of modalities were used as linguistic model. The best recognition results were obtained, when state numbers of HMM clause type-models were 11, and each state had 2 Gaussian components. With these adjustments the accuracy of recognized types of modalities was 71% for Hungarian, and 78% for German, even though the database was small for both languages.
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1. Introduction

There are numerous levels of the speech recognition process: acoustic, phonetic-phonological, syntactic, semantic, and pragmatic level [1]. The more we can involve from these levels into the automatic speech recognition process, the more accurate the recognition will be.

In the automatic speech recognition the acoustic preprocessing unit works on acoustic level, and performs the analysis of speech signal, the compressing and the feature extraction. The extracted parameters appear on its output (feature vectors) by time frames. These parameters are spectral parameters, most usually MFC (Mel Frequency Cepstral) coefficients over a 25-50 ms time window, and typically measured at each 10 ms time frame in case of a segmental acoustic level pre-processing (cf. “a” processing limb of Figure 1.) [2], [3].

At the next level at the phonetic-phonological level, we make the creation of models of phonemes with the help of the pre-processed parameters obtained at the acoustic level. We compare the feature vector sequences obtained at the acoustic level with models of phonemes. This is the processing level, where we can get a phoneme sequence at the output. If we connect a syntactic level grammar to the recognition – for example, the N-gram language models used the most widespread, – then we will get a word sequence at the output [4], as it can be seen in the “a” limb of Figure 1. This is the way of the operation of speech recognizers available at the today’s trade.

In the Laboratory of Speech Acoustics, a research has been prepared, in which we were searching for the possibility to contribute to the higher linguistic processing levels – syntactic and semantic levels – by acoustical pre-processing of supra-segmental (prosodic) features.

Using prosodic features in automatic speech recognition is not a trivial task, however, several attempts proved to be successful in this domain. Veilleux and Ostendorf presented an N-best rescoring algorithm [6] based on prosodic features and they have significantly improved hypothesis ranking performance. Kompe et al. presented a similar work for German language in [7]. Gallwitz et al. described a method for integrated word and prosodic phrase boundary recognition [8].

Figure 1. Block diagram of a multilevel extended speech recognizer

At syntactic and semantic processing levels, which are ranked higher in language hierarchy, it is not practical to use the feature vectors of the acoustical feature extraction made at segmental range at the acoustic-phonetic level mentioned
above. There is a need for other acoustical feature extraction based on supra-segmental (prosodic) features, which reflect the differences between the particular speech contents, the articulation by meaning, and even the emotions, too. Accordingly it is reasonable to measure the acoustical parameters of speech in the supra-segmental range (supra-segmental parameters), characteristically in more broad frequency- and time resolution, than in segmental range, when our purpose is the segmental characterisation of phoneme-like units. For that very reason a part of our research was to find the optimal time resolution for such a measurement of the acoustical parameters in the supra-segmental range.

When we use acoustical parameters of speech in the supra-segmental range in order to support linguistic processing in speech recognition, we can do it on several levels, as it is shown on Fig. 1 in limbs „b” and „c”. Approaching the higher linguistic levels we can contribute step by step to making speech recognition more robust. At the syntactic level we can significantly improve the accuracy of the recognition, compared to the accuracy of a recognizer, which have a traditional word string output, by resoring of word hypothesis graphs, in case of fixed stress languages (e.g. Hungarian or Finnish), when recognition algorithm is extended by automatic marking of word boundaries. This syntactic level processing can be followed up in „b” processing limb of Fig. 1. In several fixed stress languages, word beginnings can be marked automatically with reliable accuracy by word-stress detection, furthermore, by this, the marking of word boundaries and the resoring of the word hypotheses graph obtained in the limb „a” is possible, which increases the robustness of the recognition. Details have been written in earlier reviews [9, 10].

In the „c” processing limb of Fig. 1 a semantic level processing is shown. The subject of our current article is just this semantic level processing based on supra-segmental parameters, and during this we could execute recognition of modality of sentences and localization of boundaries of the occurred sentences and clauses. During the recognition of modality we could determine, if word range had been said in a form of a statement, question, or an exclamation. By localization of sentence and clause boundaries we will get a guideline according to that which are the beginning and end times of clauses or sentences in the word chain.

2. Development of a semantic level modality recognizer

We have implemented sentence modality for Hungarian and for German on the basis of a statistical principle, using the Hidden Markov Model (HMM) method, for which we applied the HTK development system tool [3]. To train the recognizer, speech databases, processed according to the types of modality were used. The simple sentences were marked according to their modality. The complex sentences were divided into clauses. The final part of the complex sentence was marked according to the sentence modality. Clauses, before the closing ones and enumerations were formed a separate group. See Table 1.

HMM models of modality types were built by training the modality recognizer with the above mentioned databases. Simple set of connection rules of modalities were used as linguistic-like constraints additionally, describing the access possibilities of clauses and simple sentences.

Optimization of the parameters of the HMM modality models was considered as a basic task of our work.

2.1. Making of the training material

For Hungarian language, sentences of various modalities were collected from databases the BABEL [11] and MRBA [12], and for German language from the 1st volume of the KIEL Corpus [13]. 6 types of basic sentence modalities and clauses were distinguished for Hungarian and 4 for German according to Table 1. For German mostly “yes-no” questions were found and “Question to be complemented” were not present in a valuable number, and neutral modality was not differentiated.

<table>
<thead>
<tr>
<th>Modality of a simple sentence and a complex sentence by clause</th>
<th>Mark-up (label)</th>
<th>Number of occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Declarative sentence</td>
<td>S</td>
<td>445</td>
</tr>
<tr>
<td>Closing clause of a declaration (int contour: descending HUN, GER)</td>
<td>T</td>
<td>352</td>
</tr>
<tr>
<td>Clauses, before the closing clause, enumerations (int contour: floating or floating-slow rising HUN, GER)</td>
<td>S</td>
<td>892</td>
</tr>
<tr>
<td>Closing clause of a question to be complemented (int contour: fall-descending HUN)</td>
<td>E</td>
<td>35</td>
</tr>
<tr>
<td>Yes-no question or closing clause of a yes-no question (int contour: rise-fall HUN, final rise GER)</td>
<td>FF</td>
<td>52</td>
</tr>
<tr>
<td>Imperative and exclamation sentences, or closing clause of an imperative or exclamation sentence (int contour: rise-descending HUN, GER)</td>
<td>FF</td>
<td>63</td>
</tr>
<tr>
<td>Neutral</td>
<td>N</td>
<td>125</td>
</tr>
<tr>
<td>Total:</td>
<td>1029</td>
<td>892</td>
</tr>
</tbody>
</table>

The selected files were segmented and labelled by an expert on the basis of listening and of measuring of the fundamental frequency, or the energy level.

Figure 2: Segmentation and labelling in Praat program
The boundaries of sentences and clauses and the symbols appropriate to the types of modalities were marked in the speech material. Fig. 2 shows an example for the segmentation and labelling. In the first row of Fig. 2 we can see the waveform of the speech, and in the second row the diagram of the fundamental frequency and intensity. In the third row we can find the segmentation and labelling made by hand. We made the training of our prosodic recognizer with a database processed this way. Thus we generated 6 modalities and one pause HMMs for Hungarian and 4 modalities and one pause HMMs for German. Statistics of segmentation and labelling are shown in Table 1. We used miscellaneous simple and complex sentences, and as it can be seen from Table 1, we placed about 1000 labels during the segmentation for Hungarian and 900 for German.

The energy ($e_{1}$) and fundamental frequency ($f_{oi}$) values were measured in a 25 ms time window, by 10 ms time frames. Measurement of fundamental frequencies were measured on the base of the Short-time Average Magnitude frames. Measurement of fundamental frequencies were measured in a 25 ms time window, by 10 ms time frames. These are the 5, 10, 20, 26, 30, 36, and fundamental frequency values were mean filtered in different time windows. These are the 5, 10, 20, 26, 30, 36, 40, and 50 frame numbers, multiplied by 10 ms frame time. The value averaged in a given sized interval will be the new value of the pattern located in the centre of the interval. We looked after the optimal time window length during our recognition test.

Besides $e_{i}$ and $f_{oi}$ values we computed 3-3 first and second derived ones on the basis of the size of three intervals both for the fundamental frequency and the intensity. This is the way to generate the parameter vector with 14 elements:

\[ v_{oi} = (e_{i}, d_{i}, d_{i}^2, e_{i} f_{oi}, d_{i} f_{oi}, f_{oi}^2, d_{i} f_{oi}^2, d_{i}^2 f_{oi}, d_{i} e_{i}, d_{i} e_{i}^2, d_{i} f_{oi} e_{i}, d_{i}^2 f_{oi} e_{i}) \]

The $d$, $d^2$ refer to the first and second derived, while the number being in the index after the derived ones refers to the size of the time interval used for the computation (in the unit of 10 ms).

2.2. Training with different parameters

We divided the processed database into two parts: we executed the training with the first part (529 sentences), and we made the testing with the second one (500 sentences). Sentences were mostly chosen randomly, but we paid attention that all labels to be recognized will be involved into both the train and test material. During the training we used the supra-segmental parameter vectors obtained from the speech files of the database with pre-processing, and the segmented and labelled data of the database for building the prosodic models of modality types.

2.3. Testing

Testing of the semantic level modality recognizer, it has two main processes: classification and. This process is shown in Figure 3. After the supra-segmental processing we used models describing the types of modality developed during the training, and some rules describing the connection of sentences, which we have been mentioned earlier. In the latter we specified grammatical rules that cover completely the cases emerging in the continuous speech regularly, with very few exceptions. Rules can give which sentence or clause can follow a given sentence or clause, and which not; which sentences or clauses could be repeated, etc. Essentially it has an analogue role with the language model used in speech recognition, but as the number of possible connections is much less for sentences and clauses then for words of the vocabulary, we had given direct rules instead of statistical data.

We trained and used 6 clauses and a pause model to the recognition. We examined the correctness of recognition depending on the mean filter interval of supra-segmental parameter vectors (see in section 2.1.), and on the number of states of HMM clause/sentence models. We were searching for what kind of time resolution energy- and fundamental frequency-like characters need for an optimal classification of the different types of sentences.

The optimal number of clause and sentence HMM model states were also looked for. Evidently, there is a need for more than 3 states used in phoneme models, but we decided by testing, how many states were optimal to obtain the best classification results.

We examined the two factors together. The results are shown in Table 2: in case of Hungarian. Mean filter windows are given in the columns, the number of HMM states are written in the rows.

![Figure 3. Flow diagram of testing](image)

<table>
<thead>
<tr>
<th>Number of HMM-stages</th>
<th>Size of averaging interval by 10 ms frames</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td>----------------------</td>
<td>----</td>
</tr>
<tr>
<td>5</td>
<td>49.8</td>
</tr>
<tr>
<td>11</td>
<td>66.2</td>
</tr>
<tr>
<td>15</td>
<td>60.0</td>
</tr>
<tr>
<td>19</td>
<td>67.9</td>
</tr>
</tbody>
</table>
Results can be seen in the cells of Table 2 indicating the percentage of correct modality recognition (Corr). We got the best results in case of 11 HMM states. Size of the mean filter window does not involve essentially the result between 100 and 400 ms. The best average recognition of modality was 70.6% (in Corr). The confusion matrix for types of clauses can be seen in Table 3 for 11 state models and 40 frame mean filter window. Rows of the matrix mean, what the original modality had been, and the columns mean, what the modality recognizer recognized. In case of certain types of sentences we had more samples for training and testing, and we got quite acceptable results: FF -50%, T – 83.3%, S – 74.8% and U –100.0%. The first three from them is worthwhile for recognizing types of modalities, and the last one is useful for detecting the sentence and clauses boundaries.

For German, where 4 modality and one pause model were only used for the recognition, we have got better results, the correctness was 78.8 %, with 11 state models.

3. Evaluation

A HMM based semantic level modality recognizer have been developed, where the main aim was the optimization of the parameters of the HMM modality models. The recognizer with optimal adjustment of parameters gave better results, than it was expected, although the training set was relatively small, and we used an irregular database in the distribution of sentence types. We obtained the best recognition result, when the state numbers of HMM clause type-models were 11, and each state had 2 Gaussian components. With these adjustments the proportion of correctly recognized types of 6 modalities and the pauses for Hungarian is about 71%. S and T types can be detected with results of 75% and 83%, and the correct recognition of FF sentences can obtain 50% despite that we had only 52 sentences for training and testing. For German, the correctly recognized types of 4 modalities and the pauses is about 79%.

As it can be seen from our results, types of clauses trained with a large sized mass of data can be recognized with a good result, that is why it is suitable to process training material for the all types of sentences with similar quantity in the future. Development of a linguistic model for clauses with a large sized mass of data on a statistical basis can also significantly improve the reliability of classification. The modality recognizer can be made more specific, if we build up clause models with training a database from spontaneous dialogues, because then the emotions (e.g. the prosodic features of exclamation and imperative sentences) could be more demonstrable, than on the basis of selections in the currently used read text databases.

We must continue working for improving the modality recognition of sentences and recognition of their boundaries. The purpose of our current article was to show, that the examination of these characteristics is efficient, and their involvement to the automatic speech recognition is useful.
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