Cycle-Based versus Degree-based Classification of Social Networks
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ABSTRACT: Complex networks can be classified in three main types: random networks, small-world networks and scale-free networks. Two approaches are tested and compared to identify and classify social networks: one is based on vertex degree and the other on cycle degree. The former approach inaccurately concludes the type of the real network whereas the later accurately identifies the type of the real network. The cycle-based approach reveals Gaussian distribution of the cycles. Cycles distributions of random, small world and scale free networks have one universal Gaussian function. The proposed equation can be used to model, identify and classify any network including social networks.
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1. Background

Networking is the study concerned with analyzing, monitoring, designing or maintaining structures that consist of nodes, links and data transferred through the links to reflect the relationship. Such data is transferred in different formats including and not limited to text, voice, video or signals. One important type of networks is a communication network, for instance phone lines, mobiles, mailing system, e-mails, chatting and the web. In principle, each network has its unique definition of a node, a link and a relationship that dictates the transferred data. One application of networks is the domain of social networks. In social networks, the nodes represent social actors (e.g. Human beings, animals, etc), the links represent the social relationship and the data can take several forms and formats (e.g. text, media, signals, etc). By understanding the characteristics of the links among the actors, we might predict the behavior of the social actor involved; the main motivation of social network studies [9][32].

Social networks analysts have been studying the human sociality [20] for a very long time, and have tried to answer questions: How do people communicate? What are the rules that really control these communications? Half century ago, it was almost impossible to provide qualitative or quantitative assessment to help providing accurate answers to these questions due to lack of statistically sufficient data. Nevertheless, the technological advancement in the communication field and the creation of the Internet and mobiles, the ability to provide insight has grown tremendously. The necessary data surrounding the communications among people can easily be collected from the virtual communities in the Internet, social platforms indifferent to spatial or temporal limitations. Examples of well-known social networks websites of different scope, users and services are Facebook, Hi5, MySpace, LinkedIn and Flicker. Numerous applications of social networks modeling exist in the literature. In [4] they tried to use a mail inbox as a source to develop a social network and assess the network with the objective of fighting spam messages. In [8] they tried to use data stored in banks, phone records, vehicle sales, surveillance reports and registration records to create a social network and to analyze this network to fight criminal organizations. Some other researches tried to use social network to represent web-communities to analyze the World Wide Web. Other applications include data model, compression methods, indexing and query operators were suggested in [1], [3], and [12] respectively to analyze social networks. Most studies characterize social networks using degree distribution, clustering coefficient, average path length and average degree. Recently [10],[32] proposed to compute statistical mechanic properties, the cyclic entropy of the network as a measure of the degree of network robustness, such property is based on counting the number of cycles of certain length existing in the network.

The research in [8] addressed the problem of correctly relating aliases that belong to the same entity. Their network was constructed from email data mined from the Internet. Links in the network represent web pages on which two email addresses are collocated. The work in [2] analyzed e-mail social network analysis for the detection of security policy violations on computer systems. They assume that the properties of social networks are computationally feasible to evaluate, and in fact can be determined in linear time. In addition, the authors were not able to predict a universal social structure, which can be exploited for encoding all the violations. The study in [11] analyzed a dy-
namic social network in which interactions between individuals are inferred from time-stamped e-mail headers recorded over one year. They discovered that the evolution of such a network is reacting to both the network topology and the application area in which the network is embedded. However, they assumed that global perturbations of such networks are absence, and they used average network properties. Another work in [7] automatically extracted social hierarchies from Enron corporations e-mail data to analyze and catalog patterns of communications between entities to rank relationships. It assumes that the organization is dynamic and its structure changes over time. Almost all the aforementioned research studies analyze networks on the basis of node's degree. Interestingly, an attempt in [10][15] to characterize social networks by means of counting cycles and evaluates the network cyclic entropy. However, no comparison to degree-based analysis is based; the purpose of this work.

Generally, social networks are classified in three major types: random networks, small-world networks and scale-free networks. These three classes have different topological features. This causes the connectivity between nodes to be different between the three classes. No single unified functional form of degree distribution exists among the major networks types. The aim is to propose a unified distribution besides simplifying classification and categorization of networks is to provide a tool to design networks with specific characteristics; such as robustness and prone to failure networks.

One challenge in the field of social network is to recognize the real network type correctly and effectively. Current network identification techniques extensively use parameters based on nodes’ degree evaluation mainly: average degree, average length clustering coefficient in addition to the shape of the degree distribution. In section three, we prove the ineffectiveness of degree-based identification techniques. In the subsequent section we provide an alternative identification (or classification) tool. The scope of this work is to study and analyze the three major types of networks and propose a unified formulation of a distribution function of an intrinsic property of the network; cycles in our case. For example, given a real network data, we should be able to recognize the type of social networks by calculating statistical parameters that are unique to a specific type of network. We introduce a new classification based on the cycles existing in the network and compare it to classifications of network based on the degree of the nodes in the network. The aim is to propose a universal form representative distribution of social networks. Our focus is on social networks although it might be applicable to other different types of complex network [21][22][23]. The manuscript is divided into three major parts: the first is the methodology of social network construction adopted by the authors; the second is to classify social networks based on the analysis of node’s degree; the number of links per node; the third is to classify the social networks based on the analysis of the cycles existed in the network. Real network data are obtained from a well-known web friendship application; Hi5.com and Paltalk.

2. Social Network Structure

In order to classify the social networks, we need to construct them. In the subsections, we illustrate the construction of virtual random, small word and scale-free networks as explained in details in [11] and the construction of an actual network using an extracted data of virtual friendship network, Paltalk.

The actual and virtual social networks are analyzed subsequently in order to come up with an appropriate model to represent them based on the nature of the data extracted and the application the social network is created for. There are two properties that define the model of any complex network, such as the social networks, the connectivity of the network and the weights of those connections between the nodes (degree of interaction). The weight is a number that is given to each edge in the network. This number can describe the relation between the two connected vertices in many ways. For example, it could define whether the relation between the two members is light or strong. In some cases, it might be useful to give the edge only a sign. That is, each relation in the social network is described negatively or positively; for instance hate/love relationship. The second property is the edge nature. Is it directed or undirected? For a social network that the relations on it are usually duplex such as friendship, it is preferable to represent this relation as an undirected edge. However, sometimes not only the nature of the relation, the application itself enforces the model to be a directed network. We decided to use networks that are undirected and un-weighted because we lack enough information about the relation tightness among the members of the studied social network. We also chose it to be undirected because the generated virtual networks are also undirected as explained in the next subsection.

2.1 Virtual Network Construction

The simplest and the most popular network to generate is the random network. With this type of network, connections between each pair of nodes are randomly generated by considering an input design parameter p (probability of connection). Random Network is the simplest model. Its connections are randomly distributed. Because of the lack of a common that gathers a group of actors together, the clustering coefficient for these networks is usually very small. In this network model, it is assumed that there is no such common. The average path length of a random network is usually small and the degree distribution takes the shape of Gaussian Distribution [11]. Generating a virtual network that follows this type is very simple. Considering a probability p that decides the connectivity between the vertices in the network can generate this type of network. Then we can generate the connections between each pair of the network vertices randomly using p.

Small worlds is an interesting model that can be found in many real networks. The main property that distinguishes this model from any other is the small world property. This property says that starting from any vertex, any other vertex can be reached by a small number of hubs. The best way to visualize this network is by a set of groups that are strongly connected internally and each group has a small set of connections to another groups. Because of that, this network model has a large clustering coefficient and a small average path length at the same time. There are several real networks that follow this network type. Electric power grids, telephone call networks, neural networks, and many other networks are classified in this model. The degree distribution of this network also takes the shape of Gaussian Distribution [11]. Generating a small world network is a little bit more complicated than random network. The network must be initially a lattice. That is, each vertex has k neighbors. After constructing this initial network, a rewiring probability must be considered. This probability is used to rewrite some of the existing edges randomly. To construct small world network, we start by considering all the nodes of the network with no connections between them. Then each node is connected to its nearest k neighbor nodes. After constructing this initial network, a rewiring process is applied, in which each edge in the initial network is rewired randomly based on a probability p. Edge rewiring means, changing the endpoint for an edge from one node to another. In the small-world networks, there are two input design parameters, which are k and p.
The World Wide Web network is the most well known network that follows scale-free model. The WWW network has the property of having central hubs. These hubs own the most of the connections in the network. This property is the feature of the scale-free network model. A small number of vertices have a very high degree and most vertices have a very low degree. Other examples of real scale-free networks are: Protein-protein interaction network and the collaboration of actors in films [11].

Scale-free networks are built following a growth pattern. First, the network starts with a random network of size \( m_0 \). Then the network grows by adding new nodes to the existing network and creating more relations between the newly added node and some of the pre existing nodes. Each time a number of m nodes are added to the existing network. Nodes-adding process ends when reaching the required total number of nodes in the network. However, adding the new relations between a new node and an existing node is proportional to the total degree of v. The probability of creating a link between node i and node v is represented by the degree of v over the summation of degree s of all nodes in the network:

\[
p(v) = \frac{d(v)}{\sum d(u)} \quad \text{where} \quad u \in G
\]

where the degree d(v) is the number of neighbors of node v. The larger the degree of v is, the more it is probable for v to get new relations. When creating a scale-free network, two main input design parameters must be specified, \( m_0 \) and m. Where \( m_0 \) is the initial randomly created population of nodes with their random set of links and relations. And m is the number of nodes to be added each time to the existing network until reaching the total number of required nodes in the network.

In the generation of the virtual network, the selection of the input design parameters is very vital in guaranteeing that the networks generated are as similar as possible to the actual networks. We use a value for p calculated from an actual social network. This probability is calculated by:

\[
p = \frac{2|E|}{|V|(|V| - 1)}
\]

where |E| is the number of edges in the network and |V| is the number of vertices in the network. This computes the ratio of the actual number of edges divided by maximum possible number of edges [10]. We chose the rewiring probability as the connection probability of the actual network and the number of neighbors as the average vertex degree of the actual network [10]. Finally, we chose m to be the average vertex degree of the actual network divided by two. The same is assumed and applied to compute \( m_0 \) [10].

### 2.2 Actual Network Construction

In addition to the virtually constructed networks, we use data from real social networks such as Hi5 [10] and Paltalk [9]. The first friends network was constructed by extracting a number of records from Hi5 online social network. Hi5 is a social networking website that was founded in 2003 and claims to have over 60 million active members. It is also in the top 10 most visited websites in the world. To construct the friends network, we first created nodes representing each individual and the friends in his list. Then, from a known client, we start extracting the friends of this client then change the current client to the second one in the list as follows:

Create a list and put one client in the list.
Pop the first client from the list and make him the current client.

If the current client is already processed, don’t extract his friend again.

If the current client is not already processed, find his friends and put them in the list and add the current client in the processed clients list.

Repeat from step 2 until the desired number of clients is processed.

The second real data was extracted from Paltalk; an online chatting program [9] that enables its members to text, voice and video chat with each other in different rooms. Paltalk as a room-based chatting network is more dynamic than other virtual friends network (e.g.,Hi5, Facebook, MySpace). The dynamicity comes from the movement of the members between the rooms. A user can chat with group of users today, and chat with a totally different set of users the next day. Interaction can be between two members or within a large group of members gathered in one chat room. Chat rooms are categorized into different regions or hobbies. For example: Europe, America, Middle East, Sport, Music … etc. Paltalk claims 4 million members worldwide, and on average 50,000 members and 4,000 rooms are online at a time. Members can text chat in more than one room simultaneously, however, they are restricted in accessing a maximum of four rooms at a time.

Based on Social network definition, Paltalk is considered as a social network, where its actors are Paltalk’s members and relations are pairs of two members who visited the same room at the same time (i.e. there exists a relation between members x and y if and only if x and y were in the same room at a given time). Moreover the relations between members in this social network are dynamic; since they appear and disappear frequently (i.e. members can visit and leave rooms any time they decide to).

### 3. Degree-Based Classification

The current social network literature [1] [8] [14] [16] [21] [22] [29] emphasizes that any complex network with no specific topology can be classified in one of the three known distinguishable types, Random (RN), Small World (SW), or Scale-Free (SF) using networks properties, all based on nodes’ degree, average vertex degree, clustering coefficient, and average path length [2] [10] [11]. Average degree (\( \bar{d} \)) a vertex degree is the number of the vertices it is connected to. The average vertex degree is an important parameter for characterizing any complex network. The higher the average is, the stronger the vertices are connected to each other. The average vertex degree is calculated by:

\[
\bar{d} = \frac{1}{N} \sum_{v} d(v)
\]

where N is the number of vertices in the network and \( d(v) \) is the degree of the vertex in the network vertices list [10]. Clustering coefficient: an indication to how much the vertex friends know each other. The network cluster-ability shows how the network members tend to build clusters (a group of members that are strongly related). Calculating the average clustering coefficient (C) is done by using the following formula:

\[
C = \frac{1}{N} \sum_{v} \frac{2edgess(v)}{d(v)\cdot d(v) - 1}
\]

where N is the number of vertices in the network, edges(network) is the number of the edges in the network, \( d(v) \) is the vertex degree.
neighbors sub-network [10]. Average path length (l) is the median of the means of all shortest paths. Calculating this parameter gives a perception of how fast the information can be spread over the network members [10].

On the basis of the above parameters, we should be able to identify and classify any real network and compare it to the parameters of RN, SW or SF distinctively. Such technique we referred to as Network Comparison Technique. In this method, we numerically evaluate the parameters of the actual (real) network and compare them to an equivalent virtual network construct. The other technique is the Network Consistency Technique. It considers the real network as being of a specific type and then compute the different network parameters (average vertex degree, clustering coefficient, and average path length) of the real network using analytical equations for well-known network types as suggested in the literatures. Then, we check how close “consistent” those computed values are to the numerically calculated values. Figure 1 illustrates both methods.

We calculate the average parameters as shown in Tables 1 and 2, both methods lead to the same conclusion. The actual network is closer to a small world network. However, examining the influence of network size on these parameters, shown in Figures 2, 3 and 4, provide a different insight. The results are misleading and not sufficient to confidently confirm the type of the actual networks based on the calculated parameters. The average vertex degree plot reveals that the actual network can be scale-free or small world (both coinciding on the plot). The clustering coefficient plot suggests that the actual network is almost definitely a small world. Whereas, the average path length plot indicates that the actual network can be both random and small world (the RN and SW are coincided in the figure). Unfortunately, we cannot conclude decisively on the type of the actual social network using the major degree-based parameters. This motivates us to search for another intrinsic property of the network that can be effectively used to identify the type of the actual networks; to be discussed in the following section.

Table 1. Network Consistency Technique. NA (Not Applicable) as no analytical expression due to discontinuity in the network.
4. Cycle-Based Classification

Motivated by the failure of degree-based parameters to decisively identify the real social network type. In addition, there exists no unified form of a distribution function of all major network types since characterization of social network through the degree leads to different non-universal forms of distribution. Random network has a Poisson distribution of the vertices degree. Small-World network has generalized binomial distribution. Scale-Free network has a power law distribution form. There is no universality class reported yet. Here, we propose a universal distribution form that is applicable for all social networks by using the degree of loops or cycles existing in a social network. Consequently, we can identify the type of the real network based on the function parameters.

The main question is what intrinsic microscopic property of the network we should use. Social network researchers who use the degree of vertices as an intrinsic property justify their selection from the social question: How many people a social actor in a network is connected to others? By knowing the links a person in a network has, we can derive other topological information based on such information. Another social question that can be asked is how many itineraries the same information dispatched by a given social actor will return to the same person in a social network? It is another way of asking how many cycles existing in the network per person.

Closed itinerary, path, loop or cycle, all referred to the same path originates and end in the same node in a graph, the mathematical representation of a network. Cycles exist in none hierarchical networks, most social networks. Such a microscopic property is not widely looked at in social network analysis due to the computational challenges encountered in counting the cycles existing in graph, a known problem in the literature. The authors proved by using cycles as a microscopic property, interesting information could be derived such as the optimal size of a fully connected network, introducing the concept of the form of an ideal social network [13]. In this section, we examine the use of cycles distribution in a network as a method to characterize and classify social network [32]. First, we discuss counting the cycles in a network and next we find the cycles distribution functions of the three major networks as well as the actual network and propose a universal form of the distribution.

4.1 Counting Cycles

In order to compute the cyclic entropy of a network, we need to first count the number of existing loops (cycles) in the network. We need to do this counting in the most efficient way. Hence, we modified a well known algorithm in the literature to be used for such a purpose. When counting the loops in a network, multiple loops on the same set of vertices that are in the same direction but with different start vertices will be counted as one loop. However, loops with different directions are considered as different loops. For example, the cycle "X→Y→Z" is different than "X→Z→Y". We are not interested in the members of the cycles; we need only its length. However, we need to save it in a database to avoid redundancy and multiple counting. Our algorithm is based on the iterative loop counting algorithm (ILCA) [30]. We modified this algorithm to meet our network criteria. ILCA is developed to find all the loops in any connected undirected graph by starting from any vertex or a vertex that has the most links and then search all the paths from it.

To determine the cycles distribution, we need to count the number of cycles for each possible cycle length in the network. For this purpose, we utilize a backtracking, described in [7][9]. This Algorithm has a time complexity of $O(n^e c)$ where $n$ is the number of nodes, $e$ is the number of edges and $c$ is the number of cycles in the network. The algorithm can be summarized in the following steps:

1. Assign IDs for all nodes in the network.
2. Choose node S as the node with least ID.
3. Initialize a path by making S is the root of the path.
4. Start a depth first traversal using S as the root, for each new unblocked node add it to the current path.
5. If S is found again, then a new cycle is found and displayed.
6. When a node is finished, it is set to unblocked so that it can be used in another cycle.
7. After finishing all the nodes, remove S from the network and start again from step 2.
8. If S is the last node in the network, End the algorithm.

4.2 Cycles Distribution Function

In the experiments we construct networks of the major types using the procedure outlined in Section 2. Networks are generated of different sizes varying from 10 to 25 nodes and different network parameters ($p$ for random networks, $p$ and $k$ for small-world networks and $m_p$ & $m$ for scale free networks). Then, we use the algorithm explained in Section 4.1 to count cycles of different sizes. Consequently, the probability distributions of the cycles existing in the tested networks are determined. In each run, we observe the large number of cycles found in each network, approximately $10^7$ cycles. Hence, Central Limit Theorem (CLT) [26][31] is applicable to the cycle size being random variable. The central limit theorem states that as we increase the size of the sample, the random variables reach a normal distribution. In addition, a plot of the cycles number versus their sizes reveal a bell shape plot, Figures 5-7. For all tested networks, all plots clearly show Gaussian distributions [26][31][32]. The function can be expressed mathematically as:

$$y(x) = a e^{\left(\frac{x-b}{c}\right)^2}$$

(5)

where $a$, $b$ and $c$ are positive real numbers. And the parameter $a$ is the $y$-value of the peak. The parameter $b$ is the $x$-value of the peak. And the parameter $c$ controls the width of the bell-shape. The function has two inflection points. These points are at $x = b - c$ and $x = b + c$. The parameters are found through nonlinear regression. Matlab 7.0 is used to perform the regression [27]. We propose this function to represent any given network of any type. This universal representation of networks may help in networks design and characterization.

Table 3 summarizes the regression for all types of networks: RN, SW, SF and real network. Figure 5 shows the cycles distribution of a random network with 20 nodes and a connectivity probability $p = 0.2$. The regression resulted in $a = 0.1912$, $b = 15.9145$ and $c = 2.9613$. Then the graph of the proposed Gaussian function is plotted in the same figure (Figure 5) using the resulting parameters. The same experiment with small-world networks is shown in Figure 6. It shows the cycles distribution of a small-world network with 20 nodes and with parameters $p = 0.2$ and $k = 3$. The regression resulted in

<table>
<thead>
<tr>
<th>Network Type</th>
<th>Average Degree</th>
<th>Clustering Coefficient</th>
<th>Average Path Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>33.22</td>
<td>0.05</td>
<td>1.96</td>
</tr>
<tr>
<td>Small World</td>
<td>16.57</td>
<td>0.67</td>
<td>2.83</td>
</tr>
<tr>
<td>Scale-Free</td>
<td>16.17</td>
<td>0.01</td>
<td>6.04</td>
</tr>
<tr>
<td>Actual Network</td>
<td>16.57</td>
<td>0.65</td>
<td>3.43</td>
</tr>
</tbody>
</table>

Table 2. Network Comparison Technique
a = 0.2182, b = 16.9718 and c = 2.6114. Then the graph of the proposed Gaussian function is plotted in the same figure (Figure 6) using the resulting parameters. Figure 7 shows the cycles distribution of a scale-free network with 20 nodes and with parameters m_0 = 3 and m = 3. The regression resulted in a = 0.1756, b = 11.9872 and c = 3.2376. Then the graph of the proposed Gaussian function is plotted in the same figure (Figure 7) using the resulting parameters. Finally, we tested the extracted social network from Paltalk in the same way. The network consists of 26 nodes. The regression resulted in a = 0.1789, b = 18.9995 and c = 3.1583. The cycles distribution of the network and the graph of the proposed Gaussian function are shown in Figure 8. Interestingly, the parameters of the real network are much closer to scale-free network parameters than any other network type.

<table>
<thead>
<tr>
<th>Network Type</th>
<th>Parameters</th>
<th>X*</th>
<th>Y*</th>
<th>a</th>
<th>b</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>N=20, p=0.2</td>
<td>16</td>
<td>0.190</td>
<td>0.191</td>
<td>15.915</td>
<td>2.961</td>
</tr>
<tr>
<td>Small-world</td>
<td>N=20, p=0.2, k=3</td>
<td>17</td>
<td>0.217</td>
<td>0.218</td>
<td>16.972</td>
<td>2.611</td>
</tr>
<tr>
<td>Scale-free</td>
<td>N=20, m_0=3, m=3</td>
<td>12</td>
<td>0.173</td>
<td>0.176</td>
<td>11.987</td>
<td>3.238</td>
</tr>
<tr>
<td>Actual Network</td>
<td>N=26</td>
<td>19</td>
<td>0.177</td>
<td>0.179</td>
<td>19</td>
<td>3.158</td>
</tr>
</tbody>
</table>

Table 3. Regression results of a, b and c of the universal proposed function. X* is the most probable cycle size and Y* is its probability. Note: X* and b are technically the same, they are both network size dependent.

5. Conclusion

In attempt to identify and classify a real social network, two approaches are considered, one is based on the evaluation of degree-based parameters and the other is based on evaluating the parameters of cycles distribution. In the first approach, no solid conclusion is derived on the type of real network, whether random, small world or scale free. However, in the second approach, the real network is closer to scale-free than any other type. In addition, the cycles distribution function presents one universal mathematical form. The distinction among different network types is based on the first moment a and the third moment c which distinctively differentiate the networks. Other parameters in the cycle distribution are size dependent and should not be used as benchmarks for different network types.
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