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ABSTRACT
We introduce a class of mechanisms, called bidding clubs, for agents to coordinate their bidding in auctions. In a bidding club agents first conduct a “pre-auction” within the club; depending on the outcome of the pre-auction some subset of the members of the club bid in the primary auction in a prescribed way; and, in some cases, certain monetary transfers take place after the auction. Bidding clubs have self-enforcing collusion properties in the context of second-price auctions. We show that this is still true when multiple auctions take place for substitutable goods, as well as for complementary goods. We also present a bidding club protocol for first-price auctions. Finally, we show cases where bidding clubs have self-enforcing cooperation protocols in arbitrary mechanisms.

1. INTRODUCTION
With the exploding popularity of auctions on the Internet and elsewhere has come increased interest in systems to assist (software or human) agents bidding in such auctions. Most of these systems have to date done little more than aggregate information from multiple auctions and present it to the user in a convenient fashion (e.g., www.auctionwatch.com). There is now beginning to emerge a second generation of systems which actually provide bidding advice and automation services to bidders, going beyond the familiar proxy-bidding feature prevalent in online auctions to the realm of bona-fide decision support.

This paper looks even beyond such systems, which are geared towards assisting a single bidder, and presents a class of systems to assist a collection of bidders, “bidding clubs”. The idea is similar to the idea behind “buyer clubs” on the Internet (e.g., www.merkata.com and www.mobshop.com), namely to aggregate the market power of individual bidders. The new twist is that whereas in a buyer club there is a perfect alignment of the various buyers’ interests (since there the more buyers join in a purchase the lower the price for everyone), in a bidding club there is a more complex strategic relationship among them, and the bidding club rules must be designed accordingly.

Here’s a simple example. Consider an auction with a single seller, and six potential buyers. Assume that three of the potential buyers – A, B and C, with corresponding (secret) valuations \( v_1 > v_2 > v_3 \) – attempt to coordinate their bidding. Assume the auction is a first-price auction. Under well known assumptions from the auction literature, it would be the interest of each bidder to bid exactly \( 5/6 \) of his true value in the auction. Thus A would end up with a surplus of \( v_1/6 \) (if he wins the auction) or 0 (if he doesn’t), and \( B \) and \( C \) with a surplus of 0. Is there some pre-agreement \( A, B \) and \( C \) can make that will cause all of them to come out of the auction at least as well off, and some of them strictly better off? One could naively say that they would each reveal their valuations to one another agreeing that only the highest would go on to the auction; \( A \) would therefore be the one going on, and when he bids in the auction he would bid lower than \( 5v_1/6 \) (a bid of \( 3v_1/4 \) will work, given the above-mentioned assumptions), and thus increase his expected surplus. The obvious flaw in this mechanism is that \( A, B \) and \( C \) will have incentive to lie in this initial phase; this could still be true if \( A \) were obliged to pay \( B \) and \( C \) a certain amount if they sat it out and he won the auction.

The above protocol is a simple instance of the class bidding clubs. In general, given some primary mechanism (typically, an auction), a bidding club protocol is as follows:

1. Some set of bidders are invited to join the bidding club, and informed of its rules. The other bidders are not made aware of the existence of the bidding club; we assume here that they are not even aware of the possibility of its existence.
2. The bidders have the freedom to join the club or not. If they do it is assumed that they are guaranteed to follow its rules.\(^1\)
3. The bidding club coordinator (or simply ‘coordinator’) asks the members for certain private information, such as their valuations for the good that is being sold. Notice that in general bidders may cheat about their valuations.
4. The coordinator determines, according to pre-specified

\(^1\)In practice, we will design bidding clubs in such a way that any agent who would want to participate in the main auction will want to join the bidding club.
rules, how the members should behave in the primary mechanism based on the information they all supply.

5. The coordinator may also determine (and enforce) additional monetary transfers of the club members, based on the results of the main mechanism.

6. The coordinator acts only as a representative of bidders.

It may seem natural to ask why a coordinator should be willing and/or able to function as a trusted third party, without attention having been paid to its own incentives. We believe that it is best not to see the coordinator as a party (with interests of its own) at all; rather, we conceive of a coordinator as a software agent which is able to act only according to its (commonly-known) programming. It is therefore possible for the coordinator to act reliably—and for agents to be confident that the coordinator will act reliably—even in cases where the coordinator stands to gain nothing through its efforts. We do assume that coordinators should not cost money to operate—all of our coordinators are budget-balanced except for one that (unavoidably!) makes money. Finally, we have often been asked about the legal issues surrounding the use of bidding clubs. While this is an interesting and pertinent question, it exceeds both our expertise and the scope of this paper.

It turns out that, while the simple mechanism outlined earlier fails, a more sophisticated one will ensure that B and C do not participate in the primary auction, and that A is therefore assured higher expected payoff in the auction. More generally, the contributions of this paper are as follows:

1. We present a protocol for self-enforcing cooperation in second-price auctions for substitute goods.

2. We present a protocol for self-enforcing cooperation in second-price auctions for complementary goods.

3. We present a protocol for self-enforcing collusion in first-price (as well as Dutch) auctions, in which only some of the agents coordinate their activities, and which does not make any use of monetary transfers.

4. We present a protocol for self-enforcing cooperation in general auctions and economic mechanisms, when the agents' types (e.g. valuations for goods) are taken from a finite set.

2. TECHNICAL BACKGROUND

The strategic interaction among self-interested agents is a primary topic of study in microeconomics [4] and game theory [1]. In particular, the design of protocols for strategic interactions is the subject of the field termed mechanism design [1]. The role of a mechanism (in particular, auction) designer is to define a game whose equilibrium strategies are desirable in some respect or another. Thus, the design of a bidding club consists of taking a given mechanism—the primary auction—and turning it into a more elaborate one, namely one with an added first stage in which a subset of the players play in some newly-designed game (as well as some additional rules regarding behavior in the primary auction and possible side payments after the auction).

Research on strategic aspects of multi-agent activity in Artificial Intelligence has grown rapidly in the recent years. This work has concentrated on the design of protocols for agents' interaction [7, 3, 9], and shares much in common with work on mechanism design in economics. Many principles and ideas grew up from the mechanism design literature, and have been adapted to the AI context.

Although the study of deals among agents has received much attention in the AI literature (see e.g. [7]), and although the study and design of contracts is central to information economics [4] (and received much attention in the recent AI literature [8]), the literature on cooperation under incomplete information in auctions and trades is quite limited. In particular, the literature on collusion in auctions is somewhat spotty. It is still too broad to give a complete overview of it, and the bulk of it is informal. In the formal literature on the topic, the results are quite specific, and certainly do not apply in settings of parallel auctions (with either substitutability or complementarity among goods), first-price auctions without side-payments, and general mechanisms, which are the focus of our technical results. The closest result from the literature of which we are aware is by Graham and Marshall [2], who present a protocol for self-enforcing collusion by a subset of the participants of a (single-good) second-price auction. We discuss this result below. Additional related study of collusion in auctions can be found in [5].

3. AUCTION PRELIMINARIES

We now present some preliminaries of auction theory, as well as a description of the classical auction model discussed in the paper and our parallel auction model.

3.1 Single auctions

An auction procedure for selling a single good to one of potential participants, \( N = \{1, 2, \ldots, n\} \) is characterized by 4 parameters, \( M, g, c, d \): \( M \) is the set of possible messages a participant may submit; \( g = (g_1, g_2, \ldots, g_n) \), \( g_i : M^n \rightarrow [0, 1] \), is an allocation function, where \( g_i \) determines the probability the winner of the auction will be agent \( i \); \( c : M^n \rightarrow R \) determines the payment by the winner of the auction; \( d \) is a participation fee. It is assumed that agents may decide not to participate in an auction.

In order to analyze auctions we have to discuss the information available to the participants. We assume the independent private values model, with no externalities. Each agent \( i \) is assumed to have a valuation \( v_i \) selected from the interval of real numbers \([0, 1]\) or from a finite domain, which captures its maximal willingness to pay for the good. We further assume that this valuation is selected from the uniform distribution on the interval \([0, 1]\) or on a finite domain. For ease of presentation we will assume the continuous case, excluding the section on general mechanisms, where the assumption that the set of possible valuations is finite is required for our result. If agent \( i \) obtains the good and is asked to pay \( p \), as well as a participation fee \( d \), then its utility, \( u_i \), is given by \( v_i - p - d \); otherwise, if it is not assigned any good then its utility is \(-d\); if the agent does not participate in the auction then its utility is 0.

The above defines a Bayesian game, where a strategy for an agent is a decision about the message to be sent given its valuation, and the payoffs are determined as above. The solution of this game is given by computing a (Bayesian Nash) equilibrium of it: a joint strategy of the agents such that it is irrational for each agent to deviate from its strategy, given
that all of the other agents stick to their strategy. Given an 
equilibrium strategy \( b = (b_1, b_2, \ldots, b_n) \), one can compute 
\( L_i(b) \), the expected utility of agent \( i \) in equilibrium of the 
corresponding game. In a case where there is more than one 
equilibrium \( L_i(b) \) is taken as the lowest expected util-
ity over all the equilibria. Further discussion of equilibrium 
uniqueness is omitted from this paper.

One of the best-known auction mechanisms is the second-
price auction. In such an auction, each participant submits 
a bid in a sealed envelope. The agent with the highest bid 
wins the good and pays the amount of the second-highest 
bid, and all other participants pay nothing. In a case of a tie, 
the winner of the auction is selected randomly, with uniform 
probability. If there is no participation fee then participation 
in second-price auctions is always rational. Truth revealing, 
\( b_i(v_i) = v_i \) is an equilibrium of the second-price auc-
tion (in fact, it is an equilibrium in dominant strategies).

Another popular auction is the first-price auction. These 
auctions are conducted similarly to second-price auctions, 
except that the winner pays the amount of his own bid. The 
equilibrium analysis of first-price auctions is quite standard. 
For example, if valuations are selected according to the uni-
form distribution on \([0,1]\) and there is no participation fee, 
then the strategy of agent \( i \) in equilibrium is 
\( b_i(v_i) = \frac{e^{v_i}}{\sum e^{v_j}} \).

3.2 Parallel auctions

More generally, several auctions may be conducted in par-
allel. We first consider the case of two parallel auctions of 
similar goods. A parallel auction is given in this case by 
a pair \( A = (A_1, A_2) \), where \( A_i = (N, g, c, d) \); \( i = 1, 2 \) as 
before.

One such problem is a parallel auction for substitute goods, 
in which the set of possible buyers \( N \) is shared among \( A_1 \) 
and \( A_2 \), and each agent’s valuation for the pair of goods 
\( g_1, g_2 \) equals its valuation for \( g_1 \), which equals its valuation for \( g_2 \).

Agent \( i \)’s strategy consists of two parts:

1. It selects at most one of the auctions, in which it will 
participate.

2. It submits a bid in the selected auction.

Parallel auctions for substitute goods define a Bayesian 
game in a natural way. For example, if the auctions are 
second-price auctions, then an appropriate equilibrium of 
the corresponding parallel auction is as follows: each agent 
randomly selects one of the auctions, and sends his actual 
valuation as his bid there.

Another type of parallel auction is the parallel auction for 
complementary goods. Here we have two similar auctions, 
e.g. second-price auctions, for two different goods \( g_1 \) and 
\( g_2 \). The set of agents \( N = N_1 \cup N_2 \cup N_p \) consists of three 
parts:

- \( N_1 \) are agents that are interested only in \( g_1 \)
- \( N_2 \) are agents that are interested only in \( g_2 \)
- \( N_p \) are agents that have valuation 0 for \( g_1 \) and \( g_2 \), 
  but their valuation for the pair \( \{g_1, g_2\} \) is uniformly 
distributed on the interval \([0,2]\).

For ease of exposition we will assume that we can distin-
goish whether an agent is from group \( N_1, N_2, \) or \( N_p \), and 
that the agents in \( N_p \) have extremely high negative utility 
for losses. This second assumption means that an agent will 
ever submit bids in both auctions; notice that we assumed 
that an agent who is interested in obtaining a pair of goods 
has a valuation of 0 for getting only one of them, and there-
fore by bidding in two auctions the agent may end up getting 
and paying for only one good. Hence, we will assume that 
the strategies available to the agents are as in the case of 
substitute goods.

We will rely on the notion of surplus in our evaluation of 
coordinators for parallel auctions. The surplus of an al-
ocration is defined as the sum of agents’ valuations for that 
allocation. For example, in a parallel auction for substitute 
goods the surplus of an allocation that assigns good \( g_1 \) 
in auction 1 to agent \( i \), and assigns good \( g_2 \) in auction 2 to 
agent \( j \), is \( v_1(g_1) + v_2(g_2) \) (i.e., the sum of these agents’ 
valuations for the goods they are assigned).

4. COORDINATORS AND BIDDING

CLUBS

Let \( G \subseteq N \), where \( 1 < |G| < n \). W.l.o.g let the ele-
ments of \( G \) be \( \{1, 2, \ldots, |G|\} \). Given an auction \( A \), denote 
by \( \Phi_i(A)(1 \leq i \leq n) \) the set of strategies available to agent 
\( i \in N \).

Given a set of coordinator messages, \( M_i \), which we take 
w.l.o.g to be \( R_+ \), a (bidding club) coordinator is a pair of 
functions \( C(A, G) = (T_1(A, G), T_2(A, G)) \), where \( T_i(A, G) : 
M_i^{[G]} \rightarrow \Phi_i(A)^{[G]} \) and \( T_i(A, G) = (t_1, t_2, \ldots, t_{|G|}) \), \( t_i : M_i^{[G]} \times 
M^\times \rightarrow R \). Namely, a coordinator is a mechanism that asks 
the agents in \( G \) for some information and decides on the 
way they will behave in \( A \); this is determined by the func-
tion \( T_i(A, G) \). In addition, following the decision made by 
\( T_i(A, G) \), and given the messages sent in the main auction \( A 
\) by members of \( N \setminus G \), an additional payment \( t_i \) may be im-
posed on agent \( i \). The payment can be negative, positive, or 
zero. \( M_i \) contains the null message \( \epsilon \) that tells the coordi-
nator that the corresponding agent is not willing to participate 
in the coordination activity. This agent will be free to partic-
ipate in the auction by itself, and will not be asked to make 
any payments to the coordinator. A key assumption is that 
participants in \( N \setminus G \) are unaware of even the possibility of 
the existence of a coordinator, and that they act according to 
an equilibrium of \( A \). We denote the game obtained by 
concatenating \( C(A, G) \) and \( A \), by \( \hat{C}(A, G) \). For every agent 
\( i \), let \( L_i(A) \) be the agent’s expected utility in an equilibrium 
of \( A \), and let \( L_i(\hat{C}(A, G)) \) be the expected utility in an 
equilibrium of \( \hat{C}(A, G) \).

**Definition 1.** Given an auction \( A \), and a \( G \subseteq N \) as 
before, we will say that a participation-preserving coordinator 
for \( G \) in \( A \) exists, if there exists \( C(A, G) \), such that every 
agent \( i \in G \) that would have had participated in \( A \) will also 
participate in \( C(A, G) \) (in equilibrium of \( \hat{C}(A, G) \)).

**Definition 2.** We say that a utility-improving coordinator 
exists if there exists a participation-preserving coordi-
nator, and \( L_i(\hat{C}(A, G)) > L_i(A) \) (i.e., participation in the 
bidding club is beneficial).

The existence of a utility-improving coordinator for an 
auction setup implies a self-enforcing cooperative strategy 
for a group of agents.

**Definition 3.** We say that a surplus-improving coordi-
nator for \( G \) in \( A \) exists if there exists a \( C(A, G) \) that
is participation-preserving, and the expected surplus of the members of \( G \) in \( \bar{C}(A, G) \) is greater than their expected surplus in \( A \).

When dealing with parallel auctions in sections 5.2 and 5.3, we will be interested in surplus-improving coordinators. Besides the observation that neither concept implies the other, the discussion of the connection between utility-improving and surplus-improving coordinators is left to the full paper.

5. COORDINATION IN SECOND-PRICE AUCTIONS

5.1 Second-price auctions for a single good

The case of collusion in second-price auctions is discussed in [2]. The following theorem may be deduced from this work; we present the result here for the sake of completeness. Consider a second-price auction. In the case of a second-price auction a group of buyers may wish to avoid paying a participation fee, or alternatively bidders who will certainly lose may want to receive advance notice. As it turns out, such behavior can be obtained:

**Theorem 1.** There exists a utility-improving coordinator for second-price auctions.

**Sketch of proof:**

In the case of a second-price auction, no assumptions on the distribution of the agents' valuations need to be made. We will assume that there is a participation fee \( d > 0 \), and show a coordination protocol that enables the members of the group \( G \) who do not have the highest valuation to avoid paying \( d \). We use the following protocol:

1. The agents in \( G \) are asked to submit their valuations to the coordinator.
2. Let \( v_1 \) and \( v_2 \) denote the highest and second highest valuations, announced by agents 1 and 2, respectively.
3. Only agent 1 is represented in the main auction, and his bid there will be \( v_1 \).
4. If agent 1 wins the main auction, and is asked to pay \( z < v_2 \), then agent 1 will pay \( v_2 - z \) to the coordinator.

We show that if the agents participate in the pre-auction and reveal their true valuations there, then this cooperation will be beneficial to them. The agent with the highest valuation cannot lose, because his behavior and expected gain will be as in the case where there was no coordinator. The other agents will gain due to the fact they won't need to pay the participation fee.

Consider now the agent \( i \in G \) with the highest valuation, and assume that the other agents in \( G \) are truth-revealing agents. Given that truth-revealing is an equilibrium of second-price auctions, agents in \( N \setminus G \) are taken to be truth-revealing as well. Given that if the agent \( i \) wins

\(^2\)Note that, unlike in some of the coordination protocols that follow, the coordinator behaves the same regardless of whether some bidders decline to participate in the coordination.

the main auction, then he pays exactly the highest valuation in \( N \setminus \{i\} \) (because he will pay the maximum of the auction's second-highest bid and \( v_2 \)). Standard second-price auction analysis yields that it is irrational for \( i \) to deviate from truth-revealing to the announcement of a higher valuation. If agent \( i \) was willing to participate in the main auction then clearly he does not wish to lose the pre-auction and therefore announcing a lower valuation than his actual one is irrational too. Clearly, every agent \( j \neq i, j \in G \) does not have any incentive to cheat if the others are truth-revealing. He can only lose if by cheating he will be chosen to participate in the main auction.

It is easy to see that our result holds for Japanese auctions as well. In a Japanese auction an auctioneer starts with a low asking price, and continuously increments this price as long as are still multiple agents willing to pay the current price. Once only a single agent remains, he will get the good for the current asking price. The fact our result holds also for Japanese auctions is immediately implied by the fact that in both Japanese auctions and second-price auctions the good is sold to the agent with the highest valuation, at a price that equals the second-highest valuation.

5.2 Parallel auctions with substitute goods

In this section we deal with parallel auctions of substitute goods. Here the idea of the coordinator is to ensure that the two agents with the highest valuations in the group \( G \) will compete for different goods rather than among themselves. This will enable to improve upon the surplus of the members of \( G \). We can show:

**Theorem 2.** There exists a surplus-improving coordinator for parallel second-price auctions of substitute goods.

**Sketch of proof:**

1. The agents in \( G \) are asked to submit their valuations to the coordinator.
2. Let \( v_1, v_2 \), and \( v_3 \) denote the highest, the second highest, and the third highest valuations which have been announced, respectively.
3. Only the agents with the highest and second highest valuations will participate in the main auction. The agents will be randomly assigned to different auctions.
4. If an agent gets the object in auction \( A_i \) for the price \( y < v_3 \), then he will pay \( v_3 - y \) to the coordinator.

It is clear that if all agents obey the coordinator's protocol, and send their actual valuations to the coordinator, then the agents will improve upon their surpluses. In equilibrium agents will want to participate; for example, consider agents 1 and 2, having the two highest bids submitted to the coordinator. As a result of the coordination the first agent will have a lower expected payment, since he will always pay some amount less than \( v_3 \), while the second agent will have a greater chance of winning, since he will never be outbid by agent 1.

We now show that truth-revealing is an equilibrium. Consider an agent \( i_1 \), with the highest valuation in \( G \), \( v_1 \), and

\(^3\)Once again, note that the coordinator behaves the same regardless of whether some bidders decline to participate.
5.3 Parallel auctions with complementary goods

In this section we deal with parallel auctions for complementary goods. Our aim is to allow the participants in $G$ to obtain a higher surplus than what they could obtain without the coordinator. We assume that in $G$ we have at least two representatives of $N_1, N_2$ and $N_P$. We can show:

**Theorem 3.** There exists a surplus-improving coordinator for parallel second-price auctions of complementary goods.

**Sketch of proof:**
Let $0 < k < 1$ be a commonly-known constant. We will use the following coordinator:

1. The coordinator asks the agents that are interested in the single goods for their valuations.
2. The coordinator selects two agents, $s_1$ and $s_2$, who reported the highest valuations for goods $g_1$ and $g_2$, $v_1$ and $v_2$ respectively.
3. If any agent from $N_1 \cup N_2$ declined to participate, the coordinator submits bids in the appropriate auctions for all agents in $N_1 \cup N_2$ who did elect to participate, with a price offer equal to the agents’ stated valuations, and the protocol is complete. Otherwise, if all agents elected to participate, we proceed to step 4.
4. The coordinator announces $v_1$ and $v_2$ to all of the participants in $G$.
5. The coordinator asks the agents that are interested in the pair of goods for their valuations.
6. The coordinator randomly selects an agent, $s_p$, who reported a valuation $v_p$ for the pair of goods, such that $v_1 + v_2 + 2k < v_p$ (if such an agent exists).
7. The coordinator bids $v_1$ in $A_1$, and $v_2$ in $A_2$.

8. If the coordinator wins both auctions, and an agent $s_p$ exists, then $s_p$ will get the pair of goods and pay $v_{sec1} + v_{sec2}$ to the coordinator, where $v_{sec2}$ is the second-highest bid in $A_i$. Agent $s_j$ will also pay agent $i$ ($i = 1, 2$) $k + \max(0, v_i - v_{sec1})$.

9. If the coordinator only wins auction $i$, or if the coordinator wins both auctions but there does not exist an agent $s_p$, then agent $s_i$ gets the good and pays $v_{sec1}$ to the coordinator.

Consider an equilibrium of the corresponding $\tilde{C}(A, G)$, and an agent $s_i' \in N_i \cap G$ ($i = 1, 2$). It is clear that in equilibrium $s_i'$ will participate in $C(A, G)$ and that the submission of a valuation which is at least as high as $s_i'$’s valuation by $s_j'$ dominates the submission of a lower valuation. This is due to the fact that by submitting a valuation that is lower than his actual valuation an agent can only lose, given that this is a second-price auction. The agent cannot lose by participating in the pre-auction, since it is guaranteed to get at least the difference between its stated valuation and the second-highest bid, if its stated valuation is the highest. Moreover, if agent $s_j'$ wins the good then $s_i'$ may also get a payment of $k > 0$. For this reason, and also because $v_{sec2}$ may be less than the highest rejected bid from $N_i \cap G$, truth revelation will not be in the best interest of agent $s_i'$. Instead, he will submit a bid that exceeds his true valuation.

Given the above, an agent $s_j'$, who has interest in the pair of goods will be willing to participate in the coordinator’s protocol if $v_1 + v_2 + 2k < v_{sec1}$. Note that all agents are aware of $k$ before placing their bids. It is easy to check that it is irrational for $s_j'$ to send a message that could win the pre-auction if its valuation is smaller than $v_1 + v_2 + 2k$, and likewise it is irrational for $s_i$ to falsely submit a valuation smaller than $v_1 + v_2 + 2k$. Otherwise the amount submitted by $s_j'$ is irrelevant, as the coordinator chooses randomly between eligible agents in $N_i$. Thus, expected surplus is increased by this protocol.

6. COORDINATION IN FIRST-PRICE AUCTIONS

**Theorem 4.** There exists a utility-improving coordinator for first-price auctions.

**Sketch of proof:**
Recall that we assume that the agents’ valuations are drawn uniformly from the interval $[0, 1]$. Our protocol can be easily modified to deal with other distributions on the agents’ types. Let $m$ be the number of agents who will participate in the main auction, who are not members of the bidding club (and who are thus assumed not to be aware even of the possibility of its existence). We use the following protocol:

1. Invite the agents in $G$ to submit their valuations to the coordinator.
2. If any agent declines to participate, submit bids for all agents that did elect to participate, with a price offer of $\frac{1}{m}v_i$, and the protocol is complete. Otherwise, if all agents elected to participate, we proceed to step 3.
3. Let the two agents with the highest reported valuations be agents 1 and 2, with reported valuations $v_1$ and $v_2$ respectively.

4. If $u_i^n < v_2^n - (v_1 - v_2)$, submit a bid only for agent 1, with a price offer of $v_2$. 

5. Otherwise, submit bids for all agents $i \in G$, with price offer $u_i^n = v_i$.

First, we show that if the agents reveal their true valuations then beneficial cooperation ensues. It is clear that the only agent who can gain is the agent with the highest valuation, $v_1$, while the other agents do not lose. Note that $u_i^n$ is the expected utility of agent 1 at the equilibrium in the original mechanism, while $v_2^n - (v_1 - v_2)$ is his expected utility if he submits a bid of $v_2$ in a modified mechanism with $m + 1$ participants. $v_1$ benefits because the protocol is tailored specifically to him: the coordinator offers agent 1 the choice of participating in the original mechanism at its equilibrium, or of eliminating some bidders from the auction and bidding $v_2$. In every situation, the coordinator selects the alternative that agent 1 would prefer, given his stated valuation. (Note that there exists a set with non-zero measure of values of $v_1$ and $v_2$ satisfying the condition in step 3 of the protocol; the demonstration of this fact is left to the full version of the paper.) At the same time, no bidder suffers from being eliminated: each eliminated bidder is assured that a bid will be placed in the main auction exceeding his valuation.

Now we show that the protocol leads the agents to reveal their true valuations. As a result, participation will be rational for all agents. To show that truth-revelation is an equilibrium, assume that all but one of the agents submit their true valuations. Notice that since only agent 1 can profit from the bidding club, the only reason that any agent other than agent 1 would lie is to become the agent with the highest valuation. However, this agent would then either be represented in the original mechanism above the equilibrium, or be made to bid $v_1$, more than his valuation. Agent 1 has no reason to lie because the mechanism is tailored exactly to him, as described above.

Note that, paradoxically, the bidding club can also benefit bidders who don’t even know of its existence! This is due to the fact that in equilibrium of first-price auctions, bids are decreasing as a function of the number of participants, and we assume that all agents are made aware of the number of bidders participating in the main auction.\footnote{We assume that the number of bidders participating in the auction is determined according to the number of distinct bidders wanting to submit bids. Thus if the coordinator places only one bid in the main auction then bidders who are unaware of the bidding club will also be unaware of bidders who were eliminated in the bidding club’s pre-auction.}

It is easy to see that our result holds for Dutch auctions as well. In a Dutch auction the auctioneer starts with a high asking price, and then continuously decrements this price until an agent claims the good for the current price. The fact our result holds also for Dutch auctions is immediately implied by the strategic equivalence between first-price auctions and Dutch auctions.

7. BIDDING CLUBS FOR GENERAL MECHANISMS

The first-price and the second price auctions are two representative auctions, but many other auctions, as well as other economic mechanisms (various types of trades, negotiations, etc.), are also discussed in the literature. In this section we show that utility-improving coordinators exist for many other related contexts as well.

General mechanisms are usually analyzed using Bayesian games. In a Bayesian game each agent has a set of possible types, and an agent’s strategy is a decision of his action as a function of his type. The actual type of the agent is known to him, and is selected from a commonly known distribution function. The payoff of each agent is a function of both the joint strategy of the agents and the particular type of the agent. In the context of auctions, the types of the agents refer to their valuations. The definition and analysis of equilibrium strategies for general mechanisms will therefore be similar to what we described in Section 3 for the case of auctions.

In order to prove results that are general and hold for any mechanism, researchers have used the following observation, which is a direct implication of the definition of an equilibrium of a Bayesian game. It turns out that it is enough to consider only mechanisms such that in the equilibrium of the corresponding Bayesian game the agents will reveal their true types. According to this observation, termed the revelation principle, it is natural to restrict our attention to (main) mechanisms which make a decision based on true information supplied by the agents.

This brings us to the following general problem. Assume that the agents’ types are selected from a finite set, and that the agents are about to participate in a given truth revealing mechanism $M$. Assume that the equilibrium of the game associated with that mechanism leads to a non Pareto-optimal outcome for at least one tuple of agent types (i.e. for this tuple of types the agents would better perform a joint strategy that is different from the equilibrium strategy). Can a coordinator be used in order to make a cooperative (beneficial and incentive compatible) deal among the agents? In the sequel, we assume that the valuations of the agents are taken from $V = \{v_1, \ldots , v_m\}$ where $v_1 < v_{i+1}$ for every $i$. We can show:

**Theorem 5.** Consider a truth revealing mechanism with unique strict Bayesian equilibrium, that leads to a non Pareto-optimal outcome for at least one tuple of agent types. Then, a utility-improving coordinator exists.

**Basic idea behind proof:** Each agent will be invited to send his valuation to the coordinator. The coordinator will calculate a tuple of other valuations that would benefit the agents (assuming they reported their actual valuations), if submitted to the main mechanism. Notice that while an
agent would lose in equilibrium by deviating from truth-revelation in the original mechanism, sending true valuations is not necessarily an equilibrium if the coordinator submits the new tuple. However, we can show that there exists a useful coordinator which also maintains incentive compatibility.

1. Invite the agents to submit their valuations to the coordinator.

2. If any agent declines to participate, submit the declared valuations of all participating agents to the main mechanism.

3. Otherwise, submit the new tuple of valuations to the main mechanism on behalf of all agents with probability $p$; with probability $1 - p$ submit the valuations reported by the agents.

The probability $p$ is determined as follows. Consider an agent $i$, who made the announcement $v_i$. First, we can compute the maximum expected gain, $g_i$, that $i$ could achieve by submitting a valuation $v_i' \neq v_i$. Second, we can compute $i$'s smallest expected loss in the original mechanism, $l_i$, if $v_i$ is a false valuation. Notice that $l_i$ is positive, given the assumption that truth-revelation is a strict Nash equilibrium. Let $g = \max_i(g_i)$ and $l = \min_i(l_i)$. Then we can take $p = \frac{g}{g + l}$.

The analysis of this protocol is straightforward. Agents should want to participate, as their expected utility is increased. Incentive compatibility is ensured because the most an agent can gain by lying is $p \cdot g - (1 - p) \cdot l = \frac{g - l}{g + l} \cdot g - \frac{g - l}{g + l} \cdot l = 0$. On expectation agents will lose by lying, since $g$ and $l$ are calculated globally, not individually for each agent.

8. CONCLUSION

In this paper we have presented the notion of bidding clubs and its use in obtaining self-enforcing cooperation in classical auction setups. We have presented protocols for parallel second-price auctions for substitutable and complimentary goods, for first-price auctions for single goods, and for general mechanisms under various assumptions. Our work can be considered as a first attempt to formalize “strategic buyers’ clubs”, where participants may cheat about their valuations and so the club’s protocol must be designed carefully enough to account for this possibility. The study of bidding clubs is complementary to the rich work on efficient market design [4, 1, 6]. Bidding clubs take the agents’ perspective in improving their situation in existing markets, rather than taking a center’s perspective on optimal, revenue maximizing market design.
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