A multi-layered approach to protein data integration for diabetes research
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Summary

Objective: Recent advances in high-throughput experimental techniques have enabled many protein–protein interactions to be identified and stored in large databases. Understanding protein interactions is fundamental to the advancement of science and medical knowledge, unfortunately the scale of the requires an automated approach to analysis. We describe our graph-mining techniques to identify important structures within protein–protein interaction networks to aid in human comprehension and computerised analysis.

Methods and materials: We describe our techniques for characterizing graph type and associated properties which is constructed from data collated from the Human Protein Reference Database. Using random graph rewiring comparative techniques and cross-validation with other identification methods a further analysis of the identified essential proteins is presented to illustrate the accuracy of these measures. We argue for using techniques based upon graph structure for separating and encapsulating proteins based upon functionality.

Results: We demonstrate how rational Erdos numbers may be used as a method to identify collaborating proteins based solely upon network structure. Further, by using dynamic cut-off limit it demonstrates how collaboration subgraphs can be generated for each protein within the network, and how graph containment can be used as a means of identifying which of many possible graphs are likely to be actual protein complexes. The demonstration protein interaction network built for diabetes is found to be a scale-free, small-world graph with a power-law degree distribution of interactions on nodes. These findings are consistent with many other protein interaction networks.
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1. Introduction

The objective of systems biology is to develop predictive models at the level of molecular pathways, cells, organs and ultimately at the level of the whole organism. A range of computational techniques has been used to model the high complexity of biological interactions between entities and their structures. However, it is becoming increasingly obvious that the overall complexity of biological systems cannot be understood by the analysis of the individual elements alone [1]. The difficulties of complexity encountered by the pharmaceutical industry when developing the necessary assays for drug discovery have proved this conclusively, that there is no simple or direct link from genome to drugs [2].

The complexity issues are related to the level of detail and number of interacting elements that must be modeled, which rises exponentially. Therefore, the computational tractability of any proposed algorithmic/information processing solution must be taken into account. The use of GRID empowered computing is now perceived as an essential tool to provide medium-to-high complexity simulations within a reasonable timescale. Other computational factors required for developing a successful strategy for systems biology include the database and ontological integration of the many sources disparate data [3]. Markup languages specifically designed for systems biology (SBML) and Laboratory Information Management Systems (LIMS) can help here but they are not by any means a total solution [4].

Computational modeling and simulation of biological processes allow scientists to investigate particular scenarios when given the appropriate probabilistic and stochastic methods to model the necessary genetic and kinetic biochemical pathways required by the biologists. The models can provide useful insights into the processes involved at metabolic, cellular and higher levels. In Fig. 1, the relationships and the links between hypothesis generation and testing and induction from data are shown, in the age of data driven science we can build models that combine these complementary techniques. Much of the theory and mathematics required is obtained from systems engineering which was one of the first disciplines to take a holistic approach to modeling complex processes. Recent advances in the complexity and quality of computational modeling have led to some interesting hypothesis regarding the targets for molecular therapy of diabetes mellitus, for example the model proposed by Pollard et al. uses over 210,000 molecular relationships [5]. Furthermore, the complexity of modeling is increased when characteristics such as spatial and temporal events are included in the model [6].

It is possible to classify modeling techniques as either qualitative or quantitative, this is depending on the complexity of the approach taken [7]. For example, kinetic models and metabolic flux are essentially quantitative techniques, while Boolean networks and static networks such as protein–protein interaction networks (PPI) are qualitative in nature. Furthermore, it is a vital prerequisite of biology that explanatory models are understandable; it is often the case that data driven experiments can produce counter-intuitive results [8].

We focus primarily on PPI and the prediction of new interactions [9]. Although, such datasets contain errors, recent work has highlighted techniques for assessing their reliability [10–12]. Several bioinformatic models have been proposed that account for some of the characteristics of PPI networks [13]. Scientists use biological ontologies for several tasks, the most notable has been the recent use of the gene ontology for the annotation of new gene products based on similarities [14]. Other, equally important functions are heterogeneous data integration and cross-database querying [15]. Furthermore, semantic specification is an important factor to consider in ontology development [16].

The remainder of this paper is structured as follows; Section 2 gives a detailed treatment of our data sources and an introduction to the factors involved with insulin resistance, Section 3 describes our graph-based mining technique, Section 4 discusses the results and the biological implications, Section 5 mentions some related work and finally Section 6 presents the conclusions.

2. Problem domain and protein data sources

Our own particular research area is that of diabetes, in particular the effects of insulin resistance on protein expression and insulin regulated protein

![Figure 1](image-url) The integration of hypothesis driven and data driven science [4].
trafficking in fat cells. In recent years there has been a dramatic worldwide increase of those suffering with diabetes [17]. In the year 2000, there were 171 million cases and by 2030 it is predicted there will be 366 million people suffering from this condition (www.who.int/diabetes/facts) (accessed December 2006). This data is for diagnosed cases but the undiagnosed cases are estimated by the World Health Organisation (WHO) at 14.6 million alone for the US.

2.1. Diabetes and insulin resistance

Diabetes mellitus is a metabolic disease characterized by persistent hyperglycemia (high blood sugar levels) requiring medical diagnosis, treatment and lifestyle changes. There are three main forms of diabetes: Type 1, Type 2 and gestational diabetes (or Type 3, occurring during pregnancy). Since the first therapeutic use of insulin in 1921 diabetes has been a treatable but chronic condition, its main health risks being long-term complications.

Insulin is the principal hormone that regulates uptake of glucose into cells from the blood (primarily muscle and fat cells), deficiency of insulin or the insensitivity of its receptors in cells plays a central role in all forms of diabetes. Insulin is released into the blood by β cells in the pancreas in response to rising levels of blood glucose. Insulin enables cells to absorb glucose from the blood for use as fuel, for conversion to other needed molecules, or for storage. Insulin is also the principal control hormone responsible for conversion of glucose to glycogen for internal storage in liver and muscle cells. When glucose levels fall, reduced insulin levels result both in the reduced release of insulin from the β cells and in the conversion of glycogen back into glucose in the liver [18].

Type 2 diabetes mellitus is due to a combination of defective insulin secretion and defective responsiveness to insulin. In the early stages, hyperglycemia can be reversed by a variety of measures and medications that improve insulin sensitivity or reduce glucose production by the liver, but as the disease progresses the impairment of insulin secretion worsens and therapeutic replacement of insulin often becomes necessary. Type 2 diabetes comprises 90% or more of cases of diabetes in the developed world. There is a strong, but not exclusive, association with obesity, aging and with family history, although in the last decade it has increasingly begun to affect children and adolescents. In Type 2 diabetes insulin levels are initially normal or even elevated, but peripheral tissues lose responsiveness to insulin (becoming insulin resistant). The cause of this is almost certainly involving the insulin receptor in cell membranes, the interplay between the genes and the proteins they produce is complex and improperly understood [19]. Unfortunately, insulin resistance increases the risk factors for a number of chronic disorders such as heart disease, kidney failure, nerve damage, failing eyesight and peripheral vascular problems [20].

Although the exact causes of Type 2 diabetes are unknown, it is thought arise due to defects both in the β cells (reducing insulin production) and in the insulin’s ability to stimulate the uptake of glucose in tissues (producing insulin resistance) notable proteins involved are GLUT4 and the IRS family of proteins [21]. A causal link with central obesity (fat concentrated around the waist in relation to abdominal organs) is known to predispose insulin resistance, possibly due to its secretion of a group of hormones called adipokines that impair glucose tolerance. By modeling the PPI network of insulin as a mathematical graph it may be possible to gain some insight into potential causes for either defective insulin production and insulin resistance [22].

2.2. Protein-to-protein interaction data

The information used to generate the hypothesis approach is derived from the body of available knowledge from ontological sources of protein-to-protein interactions (PPI), and raw experimental data from proteomic/genomic repositories. The process of hypothesis formulation and testing is based upon objective driven approaches but also relies on data driven methods. In fact, hypothesis driven and inductive driven reasoning techniques should be viewed as complementary, rather than competitive approaches. However, the major challenge is to identify how and where they should be applied in any given situation, the principled approach outlined in this paper addresses this problem.

There are numerous public databases of PPI data available for use, e.g. MIPS [23], BIND [24], DIP [25], BioGRID [26], some are described in Table 1. However, we focus on information drawn from the Human Protein Reference Database (HPRD). All the information in HPRD has been manually extracted from literature by expert biologists who read, interpret and analyze the published data [27]. However, part of the annotation problems can be alleviated by the authors themselves by making the submission of their work directly to the PPI databases and thus keep the data up to date, encourage standardization of data formats and remove a source of error [28]. Although XML based data systems enable cross-platform integration and communication they are not as straightforward as flat text...
files to manage. The root element of a PSI MI XML file is the `entrySet`, as shown in Fig. 2. An entrySet contains one or more entries, each a self-contained unit describing one or more PPI.

Though important, the administrative field’s source, `availabilityList` and `experimentList` are unused in the diabetes system, for completeness a short description of them:

The source element describes the source of the entry, usually the organisation which provides it. It also contains a release number and a release date.

- The `availabilityList` provides statements on the availability of the data, usually copyright statements.
- The `experimentList` contains `experimentDescription`s. Each `experimentDescription` describes one set of experimental parameters, usually associated with a single publication.
- The `interactorList` describes a set of interactors participating in an interaction. In the current version of the PSI MI all interactors are proteins.

Fields which are used in the diabetes system include:

- The interactor element describes the "normal" form of a protein, consisting of data like protein name and cross-references, and organism and amino acid sequence.
- The `interactionList` contains one or more interaction elements (see Fig. 3 for further details of this structure). Each interaction contains a description of the data availability and a descrip-

---

**Table 1** PPI datasets and resources (sites accessed December 2006)

<table>
<thead>
<tr>
<th>Data base</th>
<th>Objectives and URL address</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIND</td>
<td>Biomolecular Interaction Network Database is hand curated set of small experiments but some taken from the literature of approximately 8500 interactions (<a href="http://bind.ca">http://bind.ca</a>)</td>
</tr>
<tr>
<td>DIP</td>
<td>Database of Interaction Proteins, generally from yeast. Location of gene products (<a href="http://www.dip.doe-mbi.ucla.edu">http://www.dip.doe-mbi.ucla.edu</a>)</td>
</tr>
<tr>
<td>HPRD</td>
<td>Human Protein Reference Database contains approximately 20,000 proteins and 30,000 interactions (<a href="http://www.hprd.org">http://www.hprd.org</a>)</td>
</tr>
<tr>
<td>MIPS</td>
<td>Mammalian Protein–Protein Interaction Database consists of manually curated high-quality, small-scale experiments and also from yeast (<a href="http://mips.gsf.de">http://mips.gsf.de</a>)</td>
</tr>
</tbody>
</table>

---

**Figure 2** The entry top level element, from proteomics standards initiative (2002).

**Figure 3** Participant element, taken from proteomics standards initiative (2002).
tion of the experimental conditions under which it has been determined.

Every interaction contains two or more participants, which are the molecules participating in the interaction. Each participant element also contains a description of the molecule in its "normal" form, by reference to an element of the interactorList, or directly in an interactor element. The first entry on each row is the HPRD id (and filename) of the protein, all other entries on that row are (HPRD id’s of) proteins with which it interacts with (taken from the interactionList). Note, that at this stage self interactions are allowed.

This textual index file was loaded in the Matlab and processed into what a binary connections matrix and a name vector (the software can be made available upon request to the corresponding author). A binary connections matrix essentially stores the same information as the index file but it is a more compact form that is more suitable for automated processing. The name vector stores the name (extracted from the HPRD:Mi file) of each column and row and a value of one on the connections matrix indicates an interaction between those proteins.

All 613 protein XML files were converted into a Matlab native cell structure using functions to translate XML files. This produced an initial graph with 613 vertices and 3422 edges. Prior to performing the analysis, any isolated proteins or disconnected subgraphs containing three or fewer members within the network must be removed. Removing the isolated proteins is a trivial task, as they will have no connections to any other proteins recorded in the connections matrix, identifying disconnected subgraphs is possible because they will not have a path (i.e. a path length of infinity) to most other proteins within the network. Removing these isolated proteins will save computational time later on in the analysis as they are unlikely to have any (known or identifiable) effect upon the proteins in the main network. Once this task was completed the final PPI network is composed of 584 nodes representing proteins and 3117 edges representing interactions between proteins.

3. Graph based data mining

Graphical data mining techniques are increasingly used to model systems which have an inherent network structure such as transport networks, ecological webs, biochemical pathways and electronic circuits have all been found to possess motifs or patterns of interconnections that are of significance [29]. The networks generated from PPI data tend to have special properties based upon pairwise interactions (links) between the components (proteins). The graphs are typically very large but important subgraphs or motifs can be extracted [30].

3.1. Centrality measures

The first stage in the analysis is the identification of essential proteins, i.e. the “hub”, within the network. Genome-wide studies show that deletion of a hub protein is more likely to be lethal than deletion of a non-hub protein, a phenomenon known as the centrality-lethality rule [31]. The actual reason why the absence of these central, highly connected proteins causes death in their host-organism is still being disputed. One of the initial reasons put forward is that PPI networks are typically small world networks with power law degree (number of edges per vertices) distributions which can be sensitive to the removal of specific nodes [32,33].

The concept of the shortest path is important to centrality measures and can be defined as when two vertices $i$ and $j$ are connected if there exists a sequence of edges that connect $i$ and $j$. The length of a path is its number of edges. The distance $d(i,j)$ between $i$ and $j$ is the length of the shortest path connecting $i$ and $j$. The Dijkstra algorithm was used for calculating the shortest path between two vertices.

Watts and Strogatz found that when $p = 0$, that is the probability of randomly reconnecting the edges of the regular coupled network regular ring-like graph structures are formed, which have high clustering coefficients and long path lengths [34]. As the value for $p$ increases, more randomness in the structure is introduced and the resulting graphs tending to have low path lengths and high clustering coefficients. Watts and Strogatz termed these graphs small world networks. When the value for $p$ reaches unity, the graph becomes identical to the standard Erdos—Renyi random graph with its small path lengths and low clustering coefficients.

Therefore, by randomly rewiring the generated PPI network for diabetes is possible to determine whether or not it is a small world network, as the randomly rewired Erdos—Renyi networks should on average produce networks with a significantly lower clustering coefficient. The results of this analysis are shown in Table 2.

**Degree centrality:** The simplest of all measures is degree centrality (DC). $DC(i)$ is the number of edges present upon node $i$, i.e. the number of other proteins that protein interacts with. **Closeness centrality:** This measure is the closeness centrality (CC). The closeness centrality of protein $i$ is the
sum of graph-theoretic distances from all other proteins in the PPI network, where the distance \( d(v_i, v_j) \) from one protein \( i \) to another \( j \) is defined as the number of links in the shortest path from one to the other.

The closeness centrality of protein \( i \) in a PPI network is given by the following expression:

\[
CC(v_i) = \frac{N - 1}{\sum_j d(v_i, v_j)}
\]

**Betweenness centrality:** Is a measure of the degree of influence a protein has in facilitating communication between other protein pairs and is defined as the fraction of shortest paths going through a given node. If \( p(v_i, v_j) \) is the number of shortest paths from protein \( i \) to protein \( j \), and \( p(v_i, v_k, v_j) \) is the number of these shortest paths that pass through protein \( k \) in the PPI network, then the BC of node \( k \) is given by:

\[
BC(v_k) = \sum_i \sum_j \frac{p(v_i, v_j, v_k)}{p(v_i, v_j)} \quad i \neq j \neq k
\]

**3.2. Combining the centrality measures**

A simple method for combining the centrality measures is to perform three-dimensional clustering of the different values. It would be expected then that a separate cluster of points with high values should be found and that these points would indicate the hubs. It is important to remember however that a protein may be essential to the system whilst only scoring highly on one of the centrality measures. For this reason we use a cut-off measure, if the centrality value for a protein is greater than the mean plus standard deviation it is flagged as being central according to that given centrality measure. This allows a human user to make judgment on the importance and role of the protein by presenting them with all of the available facts, e.g. “This protein is degree and betweenness central”, rather than a simple “yes/no” answer to whether the protein is important.

**Clustering coefficient:** Though technically not a centrality measure, the clustering coefficient measures the interconnectedness of a node’s neighbours in the network and can also be used to determine whether or not the graph is a small world network. A high clustering coefficient indicates a high level of interconnection between members of a node’s neighbouring nodes. The clustering coefficient for undirected graphs can be defined as:

\[
C_i = \frac{2|\{e_{jk}\}|}{k_i(k_i-1)}, \quad v_j, v_k \in N_i, e_{ij}, e_{jkl} \in E
\]

where \( V = v_1, v_2, \ldots, v_n \) are a set of \( n \) vertices and \( E \) a set of edges, where \( e_{ij} \) denotes an edge between vertices \( v_i \) and \( v_j \), and \( k_i \) refers to the vertex neighbours. Making the clustering coefficient \( C_i \) for a vertex \( v_i \) the proportion of links between the vertices within its neighbourhood divided by the number of links that could possibly exist between them. In addition undirected graphs have the property that \( e_{ij} \) and \( e_{ji} \) are considered identical. Therefore, if a vertex \( v_i \) has \( k_i \) neighbours, only the following edges could exist among the vertices within the neighbourhood:

\[
k_i(k_i-1)
\]

These measures return a value of one if every neighbour connected to \( v_i \) is also connected to every other vertex within the neighbourhood \( n_i \), and zero if no vertex that is connected to \( v_i \) connects to any other vertex that is connected to \( v_j \). The clustering coefficient for the whole system is given by Watts and Strogatz as the average of the clustering coefficient for each vertex:

\[
C = \frac{1}{n} \sum_{i=1}^{n} C_i
\]

The clustering coefficient measure can be used to verify whether proteins identified as likely to be essential are in fact essential [35]. By calculating and comparing the clustering coefficients between proteins identified as hubs, those identified as not hubs and the system as a whole it would be expected that the proteins identified as hubs should have a higher clustering coefficient in comparison to the others.

**3.3. Erdos numbers and collaboration graph generation**

Groups of proteins interacting together can be viewed as discreet cellular machinery operating
for a combined purpose. Identifying collaborations between groups of proteins and being able to generate smaller graphs that are more suitable for human analysis should allow for a greater understanding of the system as a whole. To achieve this, a collaboration distance measure must be calculated for each protein pair, preferably one which is based solely upon the network structure. Such a collaboration measure should indicate how much influence one protein has on another, or from another perspective, how much its influence on another protein is diluted by other intermediate proteins present between them (Fig. 4).

Collaboration graphs were generated, one for every protein within the diabetes dataset. These graphs were then compared against each other to see which (if any) of the graphs could be contained in other larger graphs. The reasoning behind this comparison is, as previously mentioned, that if the group of proteins collaborate, i.e. interact, with each other extensively it can be expected then that they have similar or even identical collaboration graph structures. Not only is it likely that some graphs will be identical to others, but it is also very likely that some of the graphs can be contained within other larger graphs.

The Erdos number, is a way of describing “collaborative distance” and can be applied to any small world network where the $6^{th}$ of separation tends to hold true. The analysis uses the ”rational Erdos numbers” technique of calculating collaboration distance between proteins. Simple Erdos numbers (see Fig. 5A) can be generated by first selecting a network node to represent Erdos and assigning this node a value of zero, then each node that collaborates (interacts) with this node is given a value of one. This procedure continues, with further nodes being given a value of their predecessor plus one, until every node on the graph has a collaboration distance with respect to Erdos.

The collaboration measure is based on the Watts—Strogatz random model, which uses two parameters, $p$ the probability of re-arrangement and $k$, the number of ”ring” neighbours:

1. Start with a regular shape ring or lattice graph.
2. Each node is connected to $k$ successive neighbours.
3. For each edge in turn.
4. Flip a $p$-biased coin.
5. If heads, replace edge with a random edge from one of its nodes to a random other node.

When $p = 0$, regular ring-like graph structures are formed, which have high clustering coefficients and long path lengths. As the value for $p$ increases,

---

**Figure 4** Simple Erdos numbers—node collaboration numbers increase by one as they move away from Erdos due to there being only single interactions. Rational Erdos numbers—here multiple interactions between nodes produce rational collaboration numbers that increase by $1/p$ where $p$ is the number of joint collaborations with nodes.

**Figure 5** This example uses a collaboration limit of 3 (i.e. disconnecting any nodes labeled 4 and 5). Though both A and B use different nodes as Erdos, the graphs that are produced are structurally identical. It is also evident that both A and B are subgraphs (subsets) of C as they can be contained completely within it. D does not fit fully within C however, D can be said to be 83% contained within C (one node is absent from C).
more randomness in the structure is introduced and the resulting graphs tending to have low path
lengths and high clustering coefficients. Watts and Strogatz termed these graphs 'small world net-
works'. When the value for \( p \) reaches 1, the graph becomes identical to the standard Erdos—Renyi ran-
dom graph with its small path lengths and low clustering coefficients.

For simple graphs where only single interactions are permitted this technique is adequate, however on complex real world graphs there are typically more than one interaction between nodes (see Fig. 5B), the assignment of numbers in these cases are not fully rational, as a node that interacts with two predecessors of value 1 should be assigned Erdos number \( 1/p \). In Fig. 5C, both A and B are subgraphs (subsets) of C as they can be contained completely within it. In Fig. 5D the graph does not fit fully within C however, D can be said to be 83% contained within C (one node is absent from C).

The more duplicates of a given graph produced, the more significant that graph is and it increases the possibility that it represents an actual protein complex, as the repeated production of this graph is indicative of a highly collaborative area of the graph (based upon its structure) [36]. Yet the graphs produced need not even be absolutely identical, graphs which can fit completely inside another graph can be considered duplicates and also increases the likelihood of the graph being an actual protein complex.

Our software for the PPI analysis system assigned an equal probability of each collaborative graph generated for each protein being a correct identification of protein complex \( (1/\text{number of proteins in the database}) \). If the graph was then found to fit inside some other completely its probability of correctness was added to the probability of the containing graph and then set to zero. This simple technique allows for rapid calculation of the most probable graphs, as each possible super graph will be scored a cumulative probability of correctness that is dependent upon the number of supporting subgraphs.

4. Results

One indicator as to the accuracy of the hub identification techniques used is the consistency of overlap between the sets of proteins that were highlighted as hubs by each of the centrality measures. There are a total of 99 hubs making up 17% of all nodes and as Fig. 6 shows, many nodes that were identified as central using one measure were also identified as central by at least one other measure. There were 177 hub proteins out of which only 26 were identified by all three centrality measures.

We generated the collaboration graphs, one for every protein within the diabetes dataset, and then compared against each other to see which (if any) of the graphs could be contained within other larger graphs. Graphs which could contain many other generated graphs were assigned a higher likelihood of importance.

As illustrated in Fig. 7 it can be seen that with 100% containment (on the x-axis), i.e. the entire source graph fits within a destination graph, 30% of all graphs are redundant (on the y-axis). This means that probability values totalling one third will be distributed amongst the other subgraphs, increasing their likelihood of correctness.

There are no hard and fast rules for identifying the "optimum" cut-off limit for the Erdos neighbourhood and it must also be noted that the generated PPI

Figure 6  Showing the distribution and overlap between the various centrality measures.

Figure 7  The percentage of all graphs which are duplicates (contained) depending upon the percentage of any given graph being contained within the some other a graph.
system does not use the full rational Erdos/electrical resistance network system. It is quite possible that both these factors can introduce small inaccuracies which when combined could lead to the incorrect isolation of one or two proteins from a collaboration network; this can be corrected somewhat by allowing a percentage of containment rather than absolute 100%. However, recent work by de Silva et al. has revealed some interesting properties of the sampling process itself and that care must be taken when interpreting the biological significance of the subnetworks [37]. Similarly, investigations by Stumpf et al. have produced results to show that subnets of scale-free networks are not scale-free within themselves [38]. However, in Table 3 we can still determine that hub proteins on average have a higher clustering coefficients than non-hubs. In Table 4 we compare the number of detected interactions between essential proteins (IBEPs) in the actual PPI network against the Erdos—Renyi PPI graphs. The ratio of nodes to edges for each of the proteins is shown in Fig. 8, it can be seen that the majority have 20–40 nodes with 50–200 edges. The top 12 ranking proteins are displayed in Fig. 9, these values are based on the three centrality measures for each of the 584 proteins (colored cyan), with the highest ranking protein is the MAPK1 (number 200 on the graph).

Utilising these verification techniques, a significant proportion of the essential proteins within the network have been accurately identified. Information gained from the identification of these proteins can prove invaluable in furthering the understanding of both the collaboration graph results and the network as a whole. They provide biologists with a starting point for their investigations into the operation and possible malfunction of a PPI network.

Care must be taken when selecting the containment thresholds as it can be seen that selecting a value very close to 100% tends not to produce many more results. This is due to the fact that many of the subgraphs generated have relatively few members, making the weighting of each member as a percentage of the graph quite high. However, as shown in Fig. 7, it is apparent that if the containment threshold is set to 80%, then 50% of all graphs have been contained within some other graph. This is a significant amount and would drastically reduce the complexity and increase the readability of a PPI graph, if all of the identified subgraphs were each encapsulated by a single node.

With the containment threshold set to 80% the likelihood of certain collaboration graphs being correct increases significantly and in particular one graph becomes more prominent. The collaboration graph centred on the protein MAPK1 (mitogen-activated protein kinase 1) is consistently referenced by a

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Proteins identified as hubs on average have a higher clustering coefficients than non-hubs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Protein type</strong></td>
<td><strong>Clustering coefficient</strong></td>
</tr>
<tr>
<td>Hub</td>
<td>0.29</td>
</tr>
<tr>
<td>Non-hub</td>
<td>0.22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>IBEP comparison between PPI network and random rewired network</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Network type</strong></td>
<td><strong>IBEP’s</strong></td>
</tr>
<tr>
<td>Actual diabetes PPI network</td>
<td>89</td>
</tr>
<tr>
<td>Erdos—Renyi PPI network</td>
<td>54.32</td>
</tr>
<tr>
<td>(mean value over 100 runs)</td>
<td></td>
</tr>
</tbody>
</table>
significant proportion of subgraphs and the protein itself has been marked as an essential protein, all of which would seem indicate a very important structure.

A brief description of the MAPK1 protein from the National Centre for Biotechnology Information (NCBI) is:

"The protein is a member of the MAP kinase family. MAP kinases, also are also known as extracellular signal-regulated kinases (ERKs), act as an integration point for multiple biochemical signals, and are involved in a wide variety of cellular processes such as proliferation, differentiation, transcription regulation and development."

Indeed the representation of the MAPK1 protein within the diabetes PPI network reflects this description with protein having multiple expression sites and many interactions. That the Erdos collaboration measure identified this protein is significant, from the written description that is apparent that indeed this protein is responsible for many interactions with many different types of other proteins. However by examining the collaboration graph generated it is easy to see why this specific protein contained so many subgraphs.

On average, each subgraph contains only 21 members, the MAPK1 graph however, contains 107 members making it by far the largest collaboration graph in the system. The reason for this is that the MAPK1, as the above text states, collaborates extensively with many other proteins which themselves extensively collaborate within each other.

Effectively the MAPK1 protein interacts with so many other highly interactive proteins that many nodes have very low Erdos numbers with respect to it, and accordingly its collaboration graph is very large and tends to dominate and envelope many of the other smaller graphs.

This finding may seem counter productive, as the goal of using the Erdos numbers was to isolate small easily analyzable graphs, however produces a large graph which is difficult to comprehend. The MAPK1 protein indeed is a highly collaborative protein and the Erdos collaboration system highlight this fact. Though the goal of the Erdos numbers is to generate smaller graphs, it is inevitable that some systems found in PPI networks will not be small, and it is entirely natural that there should be found very large collaborative systems.

4.1. Size adjusted importance graphs

The most interesting graphs generated are those with a high likelihood of being correct but also of modest size. One such protein which fits these criteria is the collaboration graph centred on KCNJ11 (Fig. 10). Although this protein network is composed of only 17 members it also has a high likelihood rating. Referring this network to the NCBI database we find that:

"Potassium channels are present in most mammalian cells, where they participate in a wide range of physiologic responses. Mutations in this gene are a cause of familial persistent hyperinsulinemic hypoglycemia of infancy, an autosomal recessive disorder.

Figure 10 Interaction diagrams for KCNJ11 (left) and IGF1 (right), proteins identified as essential using centrality measures are represented as colored parallelograms with nonessential proteins represented as squares.
characterized by unregulated insulin secretion. Defects in this gene may also contribute to autosomal dominant non-insulin-dependent diabetes mellitus type II.”

Similarly the collaboration graph centred on the IGF1 protein also possesses a high likelihood and relatively small size, the NCBI database record for this protein reads:

“"The somatomedins, or insulin-like growth factors, comprise a family of peptides that play important roles in mammalian growth and development. IGF1 mediates many of the growth-promoting effects of growth hormone.""

It is readily apparent that these results seem much more relevant to the subject matter of diabetes, the other systems that are picked up are largely generic systems concerned with basic operation of the cell. By dividing a graphs calculated likelihood of importance by its size, a list of graphs sorted upon size adjusted importance can be generated.

At the top of this new list are the collaboration graphs centred around the KCNJ11 and IGF1 proteins, however some other interesting proteins are also highlighted, in particular GCKR and RAMP2, this subnetwork is shown in Fig. 11. The NCBI database records for RAMP2 is:

“"RAMP2 and calcitonin receptor-like receptor (CRLR) can function as an ADM receptor. To investigate whether ADM has implications as a pathophysiologic substance in pregnancy-induced hypertension, Makino et al. (2001) measured the changes of expression of RAMP2 and CRLR in fetomaternal tissues in normotensive pregnant women and pregnancy-induced hypertensive women”"

Some of the key complexes are presented in Table 5, the first column describes the important hub protein complex, the next columns describe the number of proteins involved with it and the interactions that occur. The remaining columns describe the biochemical role and the major effects (location) of the complex within the body (usually cell nucleus).

The identification of complexes involved in other diseases is particularly interesting because of the known disfunctions associated with diabetes. The diabetes (insulin resistance) hub proteins interact with other hub proteins important for other cellular functions. Should these hub proteins disfunction for any reason then we may reasonable expect a cascade effect. The identification of cross-talk between signalling pathways is a difficult area to conduct experimentally, but can reveal the multipurpose role of hub proteins in large networks of interaction [39].

4.2. Biological significance of network architecture

The biological implications of this network architecture are that high-degree nodes, i.e. the hub proteins, are involved in regulating or at least facilitating communication between many others [32] making these nodes more important to the overall network function than a low degree nodes. Thus, analyzing the functional importance of a node with respect to the overall network structure can be an accurate means of identifying essential proteins and if the magnitude of changes in global network

---

**Figure 11** Interaction diagrams for GCKR (left) and RAMP2 (right), proteins identified as essential using centrality measures are represented as colored parallelograms with nonessential proteins represented as squares.
structure caused by the removal of a node defines that node’s importance, then other network feature measures can also be used to identify further essential proteins.

It is important to note that the discussion so far has focused upon the proteins themselves and not the interactions, recent work [31] suggests that the centrality-lethality rule may be unrelated to the network architecture; rather it is the interactions (edges) between some proteins that are essential. That hubs tend to be essential is explained by the simple fact that they have large numbers of PPI’s, and therefore higher probabilities of engaging in essential PPI’s. Irrespective of the reasons why hubs are essential, we point out the practicality of such measures, that any centrality measure is capable of identifying almost twice as many indispensable proteins as random selection. By combining multiple centrality measures it is logical that the accuracy of identifying such indispensable proteins should increase.

Not all proteins are ubiquitously expressed in all parts of the body. Some proteins are expressed only in one specific site and may interact with other proteins in other the parts of body indirectly, via some intermediate proteins. Allowing the user to specify the expression site (with essential proteins highlighted) produces PPI graphs that are much more readable and relevant to the information they require [40]. It is evident that drawing boundaries such as these can be very helpful in narrowing down the set of interesting proteins it is also trivial task for further boundaries to be drawn, such as separation based upon whether a protein is expressed intra or extra cellular. Eventually however a limit will be reached upon which there are no more separable criteria easily available to partition the network.

Segregating the network like this, convenient as it is, also runs the risk of introducing artificial boundaries, as the proteins which are expressed, and thus interact, in multiple expression sites may not be interacting equally in both expression sites. A protein which seems insignificant in expression site A might actually be critical to the functioning of the organism in expression site B. The true ‘holistic’ functionality of a protein that is expressed in site A and B may not be evident by examining that protein in isolation regarding its operation within either one of those given sites. This begs the question of should proteins with multiple expression sites be analyzed only in site A, only in site B, only with other proteins that are in both sites or should the system be analyzed as a whole without regard to expression sites? A method for partitioning the network based solely upon functionality implied from network structure would be incredibly useful. Such a partitioning system could simplify these complex PPI graphs by grouping together multiple proteins into a single amalgam representative of its component parts. A further advantage of identifying functional subgraphs within the PPI system is that it will allow biologists to focus their efforts in understanding the operation of the identified protein complexes rather than attempting the daunting task of trying to understand the operation of each individual protein within the system as a whole.

Table 5 Connectivity and function for discovered biological complexes

<table>
<thead>
<tr>
<th>Complex</th>
<th>Number of proteins</th>
<th>Interactions</th>
<th>Role</th>
<th>Localisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPK1</td>
<td>107</td>
<td>462</td>
<td>Extracellular signalling</td>
<td>Nucleus</td>
</tr>
<tr>
<td>RAMP2</td>
<td>10</td>
<td>10</td>
<td>ADM receptor-hypertension related</td>
<td>Umbilical artery</td>
</tr>
<tr>
<td>GCKR</td>
<td>4</td>
<td>3</td>
<td>Glucose regulation</td>
<td>Pancreas</td>
</tr>
<tr>
<td>GRB2</td>
<td>66</td>
<td>403</td>
<td>Epidermal growth factor</td>
<td>Nucleus</td>
</tr>
<tr>
<td>IGF1</td>
<td>25</td>
<td>64</td>
<td>Insulin growth factor</td>
<td>Nucleus</td>
</tr>
<tr>
<td>CREBBP</td>
<td>62</td>
<td>308</td>
<td>Related to Rubinstein–Taybi syndrome</td>
<td>Nucleus</td>
</tr>
<tr>
<td>ISL1</td>
<td>36</td>
<td>155</td>
<td>Development of islets of Langerhans</td>
<td>Pancreas</td>
</tr>
<tr>
<td>MAD2L1</td>
<td>74</td>
<td>332</td>
<td>Chromosome development</td>
<td>Nucleus</td>
</tr>
<tr>
<td>AKT1</td>
<td>45</td>
<td>127</td>
<td>Cell apoptosis</td>
<td>Nucleus</td>
</tr>
<tr>
<td>ESR1</td>
<td>67</td>
<td>330</td>
<td>Estrogen receptor</td>
<td>Nucleus</td>
</tr>
<tr>
<td>P4HB</td>
<td>31</td>
<td>67</td>
<td>Protein encoding</td>
<td>Nucleus</td>
</tr>
<tr>
<td>CCDC6</td>
<td>113</td>
<td>382</td>
<td>Involved with thyroid cancers</td>
<td>Thyroid gland</td>
</tr>
<tr>
<td>PCGF2</td>
<td>33</td>
<td>89</td>
<td>Tumor suppressor</td>
<td>Nucleus</td>
</tr>
<tr>
<td>TRHDE</td>
<td>7</td>
<td>7</td>
<td>Hormone signalling</td>
<td>Brain, heart, liver</td>
</tr>
<tr>
<td>LRDD</td>
<td>7</td>
<td>7</td>
<td>p53 tumor apoptosis</td>
<td>Nucleus</td>
</tr>
<tr>
<td>GGA1</td>
<td>18</td>
<td>23</td>
<td>Trafficking between golgi and lysosome</td>
<td>Golgi apparatus</td>
</tr>
<tr>
<td>SLC2A4</td>
<td>19</td>
<td>67</td>
<td>Glucose transporter</td>
<td>3T3-L1 adipocytes</td>
</tr>
<tr>
<td>KCNJ11</td>
<td>17</td>
<td>49</td>
<td>Membrane construction—defects cause infantile diabetes</td>
<td>cell wall</td>
</tr>
</tbody>
</table>
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5. Related work

Investigating PPI datasets has attracted much attention and several novel methods have been proposed to tackle the challenges of extracting meaningful biological knowledge [41–43]. A few approaches use graph based model building integrated with machine learning techniques such as fuzzy logic and neural networks to build richer more flexible models [44–46]. A few approaches have adapted existing graph based algorithms to tackle specific problems posed by PPI networks, or have developed novel graph techniques for predicting protein function [47,48], or to detect frequent subgraphs [49,50].

Several approaches such as PathSys and others were developed with the needs of systems biology in mind and therefore have facilities for heterogeneous data integration, often using pathway information and often incorporating kinetic parameters as the nodes in the network [51–54]. The bioPIXIE systems of Myers is of interest as the authors discuss cross-talk and interference in biological networks [55]. Our work focuses on protein complexes while bioPIXIE integrates data from several sources additionally, bioPIXIE benefits from a well designed, web enabled user interface. Bader and Hogue developed an automated technique to map out the molecular complexes found in yeast [56]. So far few attempts have been made in the literature that address human protein databases, especially relating this work to specific diseases.

6. Conclusion

The diabetes PPI network appears to be a small world network with a power law degree distribution, as is common with many PPI networks. It is possible that diabetes is caused by the removal of a hub protein (as small world networks are prone to targeted removal of nodes with high degrees) or disruption to an essential PPI. Highlighting essential proteins and their interactions is invaluable in assisting humans to understand the interaction graphs produced. Though the method shown in this paper is sufficient for illustration of the graphs, a commercial system would require a much higher degree of accuracy and an alternative to the clustering and cut-off values used on the centrality measures would be to produce a probability of each protein being central according to the different measures.

However even with the essential proteins highlighted it has been shown that these PPI interaction graphs are often very complicated and there are limits and drawbacks to segregating them based solely upon individual protein attributes. Proteins function as networks and examining the properties of one isolated protein does not necessarily explain the complete ‘holistic’ functionality of the group of proteins that interacts with.

Using rational Erdos numbers as a graph data mining technique it is possible to segregate such complex graphs by identifying smaller subsystems contained within based solely upon possible functionality implied by network structure. The use of this technique however is undirected and its result often highlights many of the different systems operating within the network. This however is not necessarily a bad thing, as it is to be expected that there are indeed many subsystems present. The accurate identification of these protein complexes and the identification of proteins central to those can provide an invaluable starting point for biologists when attempting to understand a new system where many proteins have been identified and their interactions are known but there end functionality is not. By selecting only proteins that are likely to be involved in the system the user wishes to study (for example, by selecting those expressed in the Islets of Langerhans or those that interact with insulin) it is possible to focus the process to a degree.

Future work will include the integration of additional sources of PPI data such as BIND, DIP, InAct, MIPS, etc. Even with the inherent redundancy of interactions that exist, it is hoped that we may draw more reliable and meaningful conclusions from these extra sources. Furthermore, we intend to explore a neglected aspect of PPI modeling, namely the subtle effects of cross-talk that occurs between the different pathways that coordinate signalling and regulatory communications.
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