Abstract—Intermittent hardware faults are bursts of errors that last from a few CPU cycles to a few seconds. Recent studies have shown that intermittent fault rates are increasing due to technology scaling and are likely to be a significant concern in future systems. We study the impact of intermittent hardware faults in programs. A simulation-based fault-injection campaign shows that the majority of the intermittent faults lead to program crashes. We build a crash model and a program model that represents the data dependencies in a fault-free execution of the program. We then use this model to glean information about when the program crashes and the extent of fault propagation. Empirical validation of our model using fault-injection experiment shows that it predicts almost all actual crash-causing intermittent faults, and in 93% of the considered faults the prediction is accurate within 100 instructions. Further, the model is found to be more than two orders of magnitude faster than equivalent fault-injection experiments performed with a microprocessor simulator.

I. INTRODUCTION

Intermittent hardware faults are bursts of errors that occur at the same location (i.e., micro-architectural component) and last from a few cycles to a few seconds [1]. They can occur due to a variety of causes such as variations in device reliability [2], fluctuations in supply voltage and temperature (PVT) [3], [4], in-progress wear-outs and manufacturing residues [1], [5]. Studies have shown that program crashes will be more susceptible to intermittent faults and that the rates of these faults will increase due to technology scaling [1], [4], [6].

Fault avoidance techniques mitigate intermittent faults by minimizing process variations [4], regulating voltage [7] or managing temperature [8]. Although such techniques reduce the base rate of intermittent faults, many such faults still occur and escape to the software [6]. Therefore, we need mechanisms at the software level to mitigate the impact of intermittent faults through detection, diagnosis and recovery.

We study and model the impact of intermittent faults on software programs as a first step towards building software-level mechanisms for mitigating intermittent faults. To the best of our knowledge, this is the first study of intermittent fault propagation at the program level. Prior work has analyzed the effects of transient faults and permanent faults on software programs [9], [10]. However, intermittent faults are unlike transient faults in that they affect more than one instruction, and are unlike permanent faults in that they do not persist at the same location. Further, it has been suggested that intermittent faults have the potential to impact program execution to a greater extent when compared with transient faults [1].

A hardware fault can affect programs in different ways. The fault may be benign (it has no impact on the program), cause silent data corruption (i.e., incorrect program output) or lead to a program crash. Even if a fault does lead to a crash, the crash may not occur immediately after the onset of the fault, but only after some amount of time later (crash latency). In the meantime, the fault may propagate to other instructions in the program and corrupt their data values. It is important, in this context, to ask: (1) what is the fraction of intermittent faults that lead to program crashes? (2) For the faults that do lead to crashes, how do they propagate within their programs before the crashes?

We focus on crashes, in this study, because our experiments indicate that more than 95% of non-benign intermittent faults result in program crashes (Section IV-A).

The questions asked above can be answered by subjecting benchmark programs to a fault-injection campaign using a micro-architectural simulator. However, this method is prohibitively expensive because fault-injection experiments involve a significant time investment, especially when we want to inject all possible intermittent faults, which vary in both location and duration. Further, fault injections yield limited insight for characterizing the propagation of intermittent faults at the program level. Therefore, we need efficient models of fault propagation at the program level for designing error mitigation mechanisms in software.

We consider the applicability of Dynamic Dependency Graph (DDG) [11], [12], an instruction-level model for representing program dependencies, in modeling and understanding the propagation of intermittent faults. A DDG is derived from a dynamic instruction trace of a program obtained from a fault-free execution of that program. Thus, unlike a fault-injection campaign, we execute a program only once and gather its instruction trace to construct its DDG. This allows further analysis to be performed more than two orders of magnitude faster than an equivalent fault-injection campaign.

The contributions of our work are as follows: (1) Characterizing the impact of intermittent faults on programs through fault-injection experiments carried out using the SimpleScalar simulator [13]. (2) Modeling the propagation of intermittent faults in programs at the instruction level using the DDG. (3) Validating the DDG as a model for examining fault propagation. This is accomplished by comparing the model’s predictions with equivalent intermittent-fault injection experiments on seven benchmark programs [14].
The main results of the study are as follows:

- The predominant impact of an intermittent fault on software is a program crash. Between 62% and 79% (varied by benchmark) of the faults we injected led to program crashes. Of the remaining fault injections, between 20% and 34% were benign, and only about 4% of injected faults resulted in silent data corruption.
- Using the DDG model, we were able to predict almost all the crashes observed in the fault-injection experiments. The false negative rate of the predictions was at most 0.06% and the false positive rate was about 20%.
- The DDG model’s predictions of a fault’s crash location and propagation were accurate to within 100 dynamic instructions of the actual values for about 93% of the faults. The discrepancies in the remaining faults were due to aspects of program execution that were not captured by the DDG model, such as errors affecting stack pointers.
- Analysis using the DDG model required 4 to 89 seconds per benchmark, while the equivalent fault injections with the SimpleScalar simulator required 6 to 70 hours per benchmark.

II. Method

In this section, we: (1) describe our fault model, and create a crash model to reason about where programs crash due to intermittent faults, (2) define two metrics to characterize the propagation of intermittent faults in programs, and (3) show how to calculate the values of those metrics using a Dynamic Dependency Graph (DDG) [11] model of the program.

A. Fault Model

While intermittent faults may manifest themselves in programs in many ways, we focus on fault bursts that affect multiple consecutive instructions in an execution of a program. In our model, an intermittent fault can be specified by the program instruction that is being executed when the fault starts and by the number of instructions over which the fault persists (the length). We also assume that all instructions within a fault burst are affected by the fault. Our fault model can capture different fault types including:

- Instruction decoding errors that result in a different instruction being executed than the intended one.
- ALU errors that affect the computational operations and produce erroneous results. This includes errors in source registers, destination registers and the ALU’s combinational circuitry.
- Load/store unit errors that result in loading/storing data from/to incorrect memory locations.

We assume that the processor’s memory hierarchy (caches and main memory) is reliable and hence do not consider memory/cache errors. This is reasonable as such errors can be detected by parity or ECC (in memory). We also assume that the processor’s control logic is error-free. This is also reasonable because the control logic constitutes a very small portion of the processor [15].

B. Crash Model

It is important to build an accurate model of when programs crash due to an error. This is because all errors, and more importantly the propagation of all errors within programs, will of course end at the instance of a program crash. We focus on crashes because they are the most common consequences of intermittent faults (as we show in Section IV). Moreover, when encountering a crash-causing error, programs do not necessarily crash immediately. They rather continue executing, leading to error propagation. This in turn can result in extended down-times or corruption of permanent state [9]. Hence, crashes are not always benign or fail-stop.

Previous studies (e.g., [16]) have shown that executing instructions that use erroneous pointer values will likely lead to program crashes at the same instruction. The crash model therefore assumes that a program crashes when a fault propagates to any of the following:

1) memory address in a load or store instruction,
2) destination address of a branch instruction or
3) destination or return addresses of a function call.

This crash model is conservative and over-approximates the set of circumstances that may lead to a crash. We study the consequences of this over-approximation in Section IV-D.

C. Terms and Definitions

In the definitions below, a transient fault is assumed to affect a single instruction, while intermittent faults affect two or more instructions in the program.

Node is a value produced by a dynamic instruction during program execution. A node can be a data value or a memory address. Further, a node can be read multiple times but is written only once during execution.

Dynamic Dependency Graph (DDG) is a directed acyclic graph that models the dynamic data dependencies among nodes generated during a program’s execution. The dependencies are represented as edges in the graph, and are annotated based on the type of dependency (address/regular). DDGs have been used in prior work for understanding and analyzing program behavior [11], [12], [17]. To the best of our knowledge, we are the first to use DDGs in modeling the propagation of intermittent errors.

\text{CrashNode}(i)\, is\, the\, node\, at\, which\, a\, program\, crashes\, due\, to\, a\, transient \, fault \, at \, node \, i \, (as \, per \, the \, crash \, model). 

\text{Transient Propagation Set or} \ TPS(i) \, is \, the \, set \, of \, nodes \, to \, which \, a \, transient \, fault \, that \, occurs \, at \, node \, i \, propagates \, until \, it \, reaches \, \text{CrashNode}(i).

\text{CrashNode}(i_s, i_e) \, is \, the \, node \, at \, which \, a \, program \, crashes \, due \, to \, an \, intermittent \, fault \, that \, starts \, at \, node \, i_s \, and \, ends \, at \, another \, node \, i_e, \, where \, i_s \, and \, i_e \, are \, DDG \, nodes \, such \, that \, i_s \, < \, i_e \, (as \, per \, the \, crash \, model).

\text{Intermittent Propagation Set or} \ IPS(i_s, i_e) \, is \, the \, set \, of \, nodes \, to \, which \, an \, intermittent \, fault \, that \, starts \, at \, node \, i_s \, and \, ends \, at \, i_e \, propagates \, until \, it \, reaches \, \text{CrashNode}(i_s, i_e) \, or \, \text{CrashNode}(i_e), \, whichever \, comes \, later.

\text{Crash Distance or} \ CD(i_s, i_e) \, is \, the \, number \, of \, nodes \, that
are generated by a program from the start of an intermittent fault occurring between node \( i_s \) and node \( i_e \) and until \( \text{CrashNode}(i_s, i_e) \) is reached.

### D. Computing the Intermittent Fault Propagation Set

In order to compute the propagation set for an intermittent fault in a program (IPS), a DDG is constructed from a trace file of a fault-free program execution. The construction of the DDG uses established techniques [11], [17] and hence will not be elaborated here. Because we use \( TPS(i) \) in computing \( IPS(i_s, i_e) \), we first explain how to compute \( TPS(i) \) below. The following steps are repeated for every node \( i \) in the DDG model (in topological sort order of nodes).

1. Compute \( \text{CrashNode}(i) \) by recursively following the data paths of all successors of the node \( i \) in best-first fashion, which relies on the order in which nodes appear in a fault-free run, and stopping when a potential crash point is reached (as per the crash model). Note that while a node may have multiple crash nodes, we only need the earliest crash node since the execution stops thereafter.

2. Compute \( TPS(i) \), by performing a best-first search starting from the successors of node \( i \) until we reach \( \text{CrashNode}(i) \). The TPS consists of all nodes visited in the best-first search traversal. We consider every node in the DDG model as a potential starting point for an intermittent fault, and consider all possible intermittent fault lengths from that node. For each intermittent fault \( (i_s, i_e) \), we do the following:

3. Compute \( \text{CrashNode}(i_s, i_e) \) as the earliest crash node among all crash nodes of the nodes between \( i_s \) and \( i_e \) (inclusive), i.e., it is the minimum of \( \text{CrashNode}(i), i \geq i_s \) and \( i \leq i_e \).

4. Compute \( \text{CrashDistance}(i_s, i_e) \) as the number of nodes between the start of the intermittent fault, namely \( i_s \) and the crash node of the intermittent fault, namely \( \text{CrashNode}(i_s, i_e) \).

5. Compute \( IPS(i_s, i_e) \) as the union of the \( TPS'(i) \) such that \( i \) is between \( i_s \) and \( i_e \) (inclusive), where \( TPS'(i) \) is equal to \( TPS(i) \) computed with \( \text{CrashNode}(i_s, i_e) \) equal to \( \text{CrashNode}(i_s, i_e) \). In other words, an IPS includes all nodes in the TPSs of nodes over which the intermittent fault spans, until the \( \text{CrashNode}(i_s, i_e) \) is reached, after which no more nodes are added.

### E. Example of IPS/CD Computation

In this section, we demonstrate how to compute the CD and IPS of an intermittent fault using an example code fragment from Table I. Note that, for this example only, we assume a loop-free program and hence there is a one-to-one mapping between nodes and instructions. In general, loops do not present a problem as the DDG model is constructed from a dynamic execution of a program and hence all loop iterations are unrolled in execution. In the example code fragment, elements at indices 5, 6 and 7 of an array (starting at \( Array\Addr \)) are loaded into registers R4, R5 and R6, respectively. Then, the first two registers are multiplied and the result is stored in R7. Finally, registers R7 and R6 are added and the result is stored in R8.

Figure 1 shows the DDG for the code fragment in Table I. The last column of the table shows mapping from instructions to DDG nodes. In the figure, nodes are drawn as circles with the node number inside the circle. The edges represent the type of dependencies among nodes and are labeled with the operand’s type, where A is an address operand and R is a register operand. Assume that an intermittent fault affects the first two instructions in Figure 1. We want to compute \( IPS(1, 2) \). Because we use \( TPS(i), i = \{1, 2\} \) to compute \( IPS(1, 2) \), we first explain how to compute \( TPS(i) \). Recall that \( TPS(1) \) is the set of nodes to which a transient error at node 1 propagates. Hence, it includes at least the node at which the error occurs, namely node 1. Node 1 has a successor node 4, which corresponds to the dynamic instance of the instruction \( \text{ld R4, R1, ArrayAddr} \). Hence \( TPS(1) = \{1, 4\} \). However, node 1 is used as an address operand in the instruction (A operand), hence the program crashes at this instruction (as per the crash model). Therefore, \( \text{CrashNode}(1) = 4 \) and \( TPS(1) = \{1, 4\} \). Similarly, we can compute \( TPS(2) = \{2, 5\} \) and \( \text{CrashNode}(2) = 5 \).

To compute \( IPS(1, 2) \), we first find \( \text{CrashNode}(1, 2) \), which is the minimum of the crash nodes for nodes between 1 and 2 (inclusive). \( \text{CrashNode}(1, 2) = \min(\text{CrashNode}(1), \text{CrashNode}(2)) = \text{CrashNode}(1) = 4 \). We then compute the union of \( TPS(1) \) and \( TPS(2) \), only including nodes at or before \( \text{CrashNode}(1) \). Consequently, \( IPS(1, 2) = \{1, 2, 4\} \). Note that node 5 is not included in \( IPS(1, 2) \) even though it was included in \( TPS(2) \) because it is generated after its crash node 4.

\( \text{CrashDistance}(1, 2) \) is the number of nodes generated from the start of the intermittent fault until its crash node 4, i.e.,
CrashDistance(1, 2) = |\{1, 2, 3, 4\}| = 4.

### III. EXPERIMENTAL SETUP

We now describe the experimental setup used to study the impact of intermittent faults on programs and to validate the DDG model. We used the Siemens benchmark suite [14], which comprises seven programs written using the C language. The programs range between 100 to 1000 lines of code (Table II). For each program, we chose arbitrary input from the corresponding test suite. We conducted our experiments on an Intel Xeon E5345 Quad Core 2.33GHz system with 8GB main memory and 4MB of L2 cache. The experiments consisted of two phases: the first phase used the DDG model to compute IPS and CD, while the second phase evaluated the accuracy of the DDG model using fault-injection experiments.

**Phase 1: Computing the propagation set and the crash distance**

We modified sim-safe from the SimpleScalar simulator [13] to capture the instruction trace of a fault-free program execution. For each instruction executed by the program, SimpleScalar recorded the instruction’s type and the node(s) used and generated by the instruction to a trace file. It also recorded the order in which the dynamic instructions were executed (i.e., the program’s control flow). Based on this instruction trace, we constructed the DDG model of the program, and considered potential intermittent faults. These faults ranged in length from 2 to 10 instructions and would start at any node in the DDG, one fault at a program run (the maximum fault length we considered was 10 nodes since we found that the average CD for 90% of intermittent faults was 8 nodes). If the fault resulted in a crash, we calculated its expected IPS and CD values using the DDG model. If it did not result in a crash, we ignored the fault since we focused only on crash-causing faults in this study.

**Phase 2: Evaluating the accuracy of the DDG model**

We injected the faults considered by the DDG into a modified SimpleScalar simulator [13]. We modified sim-safe from SimpleScalar to mimic the behavior of the operating system when an application crashes [17]. As before, the fault length ranged from 2 to 10 nodes. For each one of these intermittent faults, SimpleScalar executed the application and injected a single fault (a single bit-flip into a randomly chosen byte) into the corresponding output registers of the instructions that are spanned by the fault. If the program crashed, SimpleScalar generated a crash dump file that contained the node and the instruction PC at which the program crashed and a list of erroneous nodes in the program (i.e., the IPS of the fault)\(^2\). Otherwise, it executed the application to completion and compared the application’s output with the expected output (golden run). In case of a mismatch, the fault is considered a Silent-Data Corruption (SDC) fault. Otherwise it is considered a benign fault, as it has no effect on the program.

We counted the number of faults that were predicted to cause crashes but did not actually do so in SimpleScalar (false positives), and the faults that caused crashes in SimpleScalar but were not predicted to do so using the DDG model (false negatives). For the faults that were predicted to cause crashes and actually did so in SimpleScalar, we compared their CD and IPS values with the values predicted using DDG (for the same faults).

### IV. RESULTS

In this section, we first characterize the impact of intermittent faults on programs by injecting faults using SimpleScalar [13]. We measure the percentage of crashes, silent data corruptions and benign faults for the injected faults (Section IV-A). We then assess the accuracy of the DDG model along three different dimensions: (1) number of crashes, (2) crash distances, and (3) propagation sets. Further, we focus on the differences between the expected and actual crash distances to understand the reasons behind these variations (Section IV-D). Finally, we examine the relationship between the fault length(s) and the predicted and real CDs and IPSs (Section IV-E).

**Performance:** We measure the time taken by DDG and SimpleScalar-based fault injections to obtain the results reported in this section. Table III shows the execution times (in seconds) for each program. In addition, we measure the total number of DDG nodes generated by each benchmark and the total number of intermittent faults considered for the program\(^3\). The DDG model takes 4 to 89 seconds to find all potential crash-causing faults. In comparison, the fault-injection experiments in SimpleScalar require about 21600 to 252000 seconds (6 to 70 hours) to complete for the same set of intermittent faults.

To further study how time is spent in the DDG model, we present the breakdown of the DDG execution time for the largest benchmark, schedule2. For this program: the trace-gathering run takes 3.0 seconds, DDG construction takes 18.5 seconds and computation of the metrics takes 67.1 seconds. Note that the DDG-construction and trace-gathering overheads are both one-time costs that can be amortized over the number of intermittent faults considered. Moreover, the time complexity of building the DDG is linear with respect to the number

---

### TABLE II

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tot into</td>
<td>Offers a series of data analysis functions</td>
</tr>
<tr>
<td>Print Tokens</td>
<td>Breaks the input stream into a series of lexical tokens according to pre-specified rules</td>
</tr>
<tr>
<td>Replace</td>
<td>Searches a text file for a regular expression and replaces the expression with a string</td>
</tr>
<tr>
<td>Tcas</td>
<td>Aircraft collision avoidance application</td>
</tr>
<tr>
<td>Print Tokens2</td>
<td>Breaks the input stream into a series of lexical tokens according to pre-specified rules</td>
</tr>
<tr>
<td>Schedule</td>
<td>A priority scheduler for multiple job tasks</td>
</tr>
<tr>
<td>Schedule2</td>
<td>A priority scheduler for multiple job tasks</td>
</tr>
</tbody>
</table>

---

\(^2\)Our modified version of the simulator maintained DDG information even during the fault-injections phase. We assumed that nodes corresponded to the same PCs in DDG and SimpleScalar.

\(^3\)Number of faults injected into a benchmark depends on the number of instructions in that benchmark.
TABLE III
Requirements of the DDG model and SimpleScalar injections in number of nodes and time in seconds.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>No. of Nodes</th>
<th>No. of Faults</th>
<th>Time Req. by the DDG</th>
<th>Time Req. by the SS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tot_info</td>
<td>23640</td>
<td>2307/15</td>
<td>11</td>
<td>43200</td>
</tr>
<tr>
<td>Print_Tokens</td>
<td>26366</td>
<td>2372/76</td>
<td>11</td>
<td>46800</td>
</tr>
<tr>
<td>Replace</td>
<td>12417</td>
<td>11735</td>
<td>6</td>
<td>28800</td>
</tr>
<tr>
<td>Tcas</td>
<td>8532</td>
<td>767/10</td>
<td>4</td>
<td>21000</td>
</tr>
<tr>
<td>Print_Tokens2</td>
<td>24081</td>
<td>2167/11</td>
<td>11</td>
<td>39800</td>
</tr>
<tr>
<td>Schedule</td>
<td>157777</td>
<td>1239948</td>
<td>55</td>
<td>245800</td>
</tr>
<tr>
<td>Schedule2</td>
<td>210875</td>
<td>1897830</td>
<td>89</td>
<td>252000</td>
</tr>
</tbody>
</table>

TABLE IV
Breakdown of failure categories in SimpleScalar(SS).

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Rate of Crashes SS</th>
<th>Rate of SDC</th>
<th>Rate of Benign Faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tot info</td>
<td>75.94%</td>
<td>5.11%</td>
<td>20.95%</td>
</tr>
<tr>
<td>Print_Tokens</td>
<td>62.47%</td>
<td>4.01%</td>
<td>33.91%</td>
</tr>
<tr>
<td>Replace</td>
<td>72.76%</td>
<td>4.10%</td>
<td>23.13%</td>
</tr>
<tr>
<td>Tcas</td>
<td>73.62%</td>
<td>3.01%</td>
<td>23.38%</td>
</tr>
<tr>
<td>Print_Tokens2</td>
<td>64.95%</td>
<td>3.65%</td>
<td>31.39%</td>
</tr>
<tr>
<td>Schedule</td>
<td>79.02%</td>
<td>3.04%</td>
<td>17.94%</td>
</tr>
<tr>
<td>Schedule2</td>
<td>75.56%</td>
<td>2.26%</td>
<td>22.18%</td>
</tr>
</tbody>
</table>

of instructions.
Thus, DDG is more than two orders of magnitude faster than the SimpleScalar-based fault injections for the applications studied, and is a more scalable technique for evaluating the effects of intermittent faults on programs. Future work will examine the scalability of the DDG to even longer programs.

A. Classifying Intermittent Faults Impact

In this subsection, we study the effects of intermittent faults on programs using SimpleScalar-based fault injections. The experiments in this section do not involve the DDG (Table IV).

Of the total number of faults injected, we find that 70.52% result in crashes, 3.43% in Silent-Data-Corruption (SDC), and the remaining 26.05% in benign outcomes, i.e., they do not alter the program’s output. Thus, of the intermittent faults that are non-benign (i.e., 73.95% of total faults), 95.11% result in a program crash. This high percentage reaffirms our focus on crash-causing intermittent faults in this study.

Moreover, we find that 34.39% of the total crashes (not shown in Table IV) are truncated, i.e., the intermittent fault causes a crash in the very first affected instruction. Most of these truncated intermittent faults affect memory-instructions such as loads, stores and jump instructions.

B. Intermittent Faults’ Crash Distances

We present the absolute values of the crash distances for the faults injected in SimpleScalar. A significant number of the crash distances (99.71% on average) are within 10000 instructions. However, there is a small fraction of intermittent faults (0.29%) that have larger CDs than 10000 (Table V).

We find that at-most 0.28% of faults result in crashes beyond one hundred thousand instructions from their start nodes. Such faults result either in changes to the control flow of the program or in very deep loop iterations.

C. Evaluating the Accuracy of the Expected Number of Crashes

We assess the accuracy of the DDG model by comparing its predictions to the fault-injection results obtained from the SimpleScalar-based fault-injection campaign (Section III). These comparisons include: (1) the difference between intermittent faults that are expected to lead to crashes and those that actually do so (Table VI), (2) the difference between the predicted intermittent faults’ CDs and the actual ones (Figure 2), and (3) the differences between the predicted intermittent faults’ IPSs and the actual ones (Figure 3).

We measure the percentage of intermittent faults that are expected to result in crashes and actually do so in SimpleScalar (i.e., true expected crashes). We also measure the percentage of faults causing crashes that occur in SimpleScalar but are not predicted by the DDG model (i.e., false negatives). Table VI shows the results.

Table VI shows that 74% to 81% of the faults in the total expected crashes category are true expected crashes, i.e., they crash in both DDG and SimpleScalar. The remaining faults do not lead to a crash, but rather lead to benign outcomes and SDCs in SimpleScalar. Hence, they are false-positives. This inaccuracy arises because the crash model used in the DDG (Section II-B) is conservative and hence over-estimates the number of crashes that occur in reality (i.e., in SimpleScalar). Further, Table VI also shows that 0.00% to 0.06% of the total number of crashes in SimpleScalar are not predicted by DDG. These are false negatives for the DDG model. We find that these missed crashes are due to faults that are either injected into arithmetic instructions that update the stack pointer or into registers that store very large values (hence, injecting a fault into these registers would likely cause an integer overflow, which is not modeled by the DDG).

Moreover, most of the mis-predicted intermittent faults in each benchmark start at the same node (a node is a value produced by a dynamic instruction) which suggests that they are localized to specific code segments. Future work will attempt to improve the DDG model to account for these faults.

To quantify the accuracy of the predicted crash distances (i.e., the total number of nodes generated by a program from the start of an intermittent fault to the point of the crash), we...
TABLE VI
THE PERCENTAGES OF TRUE EXPECTED CRASHES AND MISSED CRASHES FOR EACH BENCHMARK.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Percentage of True Expected Crashes</th>
<th>Percentage of Missed Crashes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tot Info</td>
<td>74%</td>
<td>0.01%</td>
</tr>
<tr>
<td>Print Tokens</td>
<td>78%</td>
<td>0.03%</td>
</tr>
<tr>
<td>Replace</td>
<td>79%</td>
<td>0.00%</td>
</tr>
<tr>
<td>Tcas</td>
<td>77%</td>
<td>0.00%</td>
</tr>
<tr>
<td>Print Tokens2</td>
<td>75%</td>
<td>0.06%</td>
</tr>
<tr>
<td>Schedule</td>
<td>81%</td>
<td>0.03%</td>
</tr>
<tr>
<td>Schedule2</td>
<td>78%</td>
<td>0.05%</td>
</tr>
</tbody>
</table>

Fig. 2. The difference between actual CDs in SimpleScalar and the corresponding CDs as predicted by the DDG model.

we compare the Crash Distances (CDs) of the injected faults in SimpleScalar to those predicted by the DDG model. We measure the percentages of faults whose CDs differ from their predicted CDs (independent of the fault’s start node and its length) and plot their distribution with respect to the differences in Figure 2.

We find that for 86% of the faults whose CDs differ, the DDG model under-estimates the CD (i.e., the actual CD is larger than the corresponding predicted CD). This is because DDG is conservative in predicting crashes. However, we find that 75 to 82% of the predicted crash distances are within 10 nodes and, 89 to 93% are within 100 nodes of the actual crash distances for all programs. This shows that the DDG model is accurate in predicting the CDs of crash-causing faults to within 100 nodes of their actual CDs.

To evaluate the accuracy of the Intermittent Propagation Set (i.e., the number of nodes affected by the intermittent fault before the program crashes, IPS) by the DDG model, we compare the IPSs resulting from the injected faults in SimpleScalar to those predicted by the DDG model. We compute the difference set of the two sets and measure the cardinality of this set (i.e., the number of nodes that are different). Figure 3 shows the percentage distribution of the difference set’s cardinalities.

We find that 88 to 94% of the difference sets’ cardinalities are within 10 nodes and that 93 to 97% are within 100 nodes across all programs. Thus, the DDG model is highly accurate in predicting the IPS of intermittent faults that cause crashes to within 100 nodes of their actual IPS.

Further, the divergence between the expected and actual IPS is even smaller than the observed divergences for the CDs. Hence, out of the faults whose CDs deviate by more than 100 nodes from the expected CDs, only about half exhibit deviations in the IPS by more than 100 nodes. This illustrates that faults that take a long time to crash do not always propagate extensively in the program.

In summary, the DDG is highly accurate in predicting both CDs and IPSs of crash-causing faults in SimpleScalar (to within 100 nodes). However, there are also large variations between the predicted and observed values in 5 to 10% of the faults. We elaborate on the reasons for these variations in the next sub-section.

D. Understanding the Differences between DDG and SimpleScalar

To understand the rationale for the deviations between expected and actual intermittent faults properties (CD and IPS), we classify the faults predicted by DDG into two categories: faults with low CDs and faults with high CDs (Table VII), where low means less than or equal to 100 nodes and high means larger than 100 nodes. We further divide each category into three sub-categories based on their manifestation in SimpleScalar: low CDs, high CDs or no crashes. We perform a similar categorization based on the IPS cardinalities (Table VIII). We show results for the tot_info benchmark. Similar results are obtained for the other programs and are hence not reported.

The following results may be observed from Table VII and Table VIII:

- 99.98% of crashes in SimpleScalar are predicted by the DDG model (Table VI). However, not all DDG-predicted crashes induce SimpleScalar crashes, but only 74% of them do so. The remaining faults are false positives for
the DDG model. Thus, DDG over-predicts the number of real crashes (as shown in Section IV-C).

- Of the 74% that the DDG model correctly predicts as crashes, it under-predicts the CD for about 9.85% (7.51% out of the 74%) of them. In other words, it predicts that all 74% of the faults crash fairly quickly (within 100 instructions), while in reality, only 90.15% of these faults do so.

- Of the 9.85% of the faults whose CDs are under-predicted, the DDG model assumes that all of them generate a low IPS cardinality (Table VIII). However, only 95.65% of the faults satisfy this criterion, whereas the remaining 4.35% of the faults have both high CDs and high IPS cardinalities.

Thus, the DDG model over-predicts the number of faults that cause crashes, but for the ones that it correctly predicts, it under-predicts the CD by about 9.85%. In these cases, it also under-predicts the IPS (for 4.35%). Thus, the DDG model accurately predicts CDs and IPSs for the majority of the faults that actually cause crashes with low crash distances. However, there are discrepancies for faults with high CDs. To gain a better understanding of the discrepancy, we demonstrate two examples where a fault results in a crash with a high CD and a high or a low IPS cardinality and the DDG predicts low CDs for the same faults.

**Example of a fault with high CD and high IPS cardinality:**

Table IX shows another example code fragment from the malloc library function. When the code sequence is executed, register $v0[2]$ has a value greater than zero. An intermittent fault of length 6 affects instructions with PCs 0x403fc8 to 0x403ff8 in the code, which corresponds to nodes 15775 to 15781 in the DDG. Since the first instruction in the intermittent fault interval is a branch, it is assumed to be the crash node by the DDG’s crash model. Hence, the predicted CD is zero and the expected IPS consists of the injected nodes only (15775 to 15781).

In the real execution, the fault that is injected into the first instruction of the code sequence results in random bit flip (bit 7 in this example) and modifies the branch destination address from 0x403f60 to 0x403f60. This effectively causes the branch to fall through, and the control to transfer to PC 0x403fe0. This instruction is also a branch instruction and is taken. In this case too, the control is transferred to the instruction at PC 0x403f70 instead of the original destination at PC 0x403ff0. Then the intermittent fault modifies the addresses of the data loaded or stored and the values computed at PCs 0x403f70, 0x403f78, 0x403f80 and 0x403f88 (the fault length is 6). In a later library function (free_internal), one of the values stored by the malloc function is retrieved. However, because the value was stored in erroneous address (due to the fault), an incorrect value is loaded, which causes the program to crash at PC 0x404c70 (corresponding to node 19674). Consequently, the real CD for this fault is 3900 (19674 to 15775), although the IPS cardinality is only 11 nodes (10 nodes in the malloc function and the crash node). Thus, the fault has a high CD and high IPS cardinality.
and low IPS cardinality.

**TABLE X**

<table>
<thead>
<tr>
<th>Example code fragment with high CD and low IPS cardinality.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x403f68 &lt;malloc+310&gt; bne $v0[2], $zero[0], 0x403f60</td>
</tr>
<tr>
<td>0x403f60 &lt;malloc+348&gt; bgez $v0[2], 0x403f60</td>
</tr>
<tr>
<td>0x403f70 &lt;malloc+2d8&gt; lw $v1[3], 15600($v1[3])</td>
</tr>
<tr>
<td>0x403f78 &lt;malloc+2e0&gt; slv $v0[2], $a0[4], $s1[17]</td>
</tr>
<tr>
<td>0x403f80 &lt;malloc+2e8&gt; add $v0[2], $s2[6], $v0[2]</td>
</tr>
<tr>
<td>0x403f88 &lt;malloc+2f0&gt; sw $v1[3], 0($v0[2])</td>
</tr>
<tr>
<td>0x403f90 &lt;malloc+2f8&gt; sw $a1[5], 4($v0[2])</td>
</tr>
<tr>
<td>0x403f98 &lt;malloc+300&gt; sw $v0[2], 0($a1[5])</td>
</tr>
<tr>
<td>0x403fa0 &lt;malloc+308&gt; lw $v1[3], 0($v0[2])</td>
</tr>
<tr>
<td>0x403fa8 &lt;malloc+310&gt; beq $v1[3], $zero[0], 0x403fb8</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>0x404c50 &lt;free_internal+630&gt; add $v1[3], $zero[0], $a3[7]</td>
</tr>
<tr>
<td>0x404c58 &lt;free_internal+638&gt; addiu $a2[6], $zero[0], 1</td>
</tr>
</tbody>
</table>

**E. Understanding the Effect of Intermittent Fault Length**

In this subsection, we study the relationship between the intermittent fault’s length and its predicted and actual CD and IPS cardinalities. Our goal is to understand how the DDG model’s predictions are affected by the length of the fault. The numbers reported in this section pertain to the intermittent faults that are expected to cause crashes by the DDG model and actually do so in SimpleScalar (i.e., 74% to 81% of crashes in Table VI). We focus on faults whose CDs are less than 200 nodes since such faults constitute 90% of the total faults. The remaining faults are outliers and are hence ignored in this section. For the faults whose CD is less than 200, we plot the average CDs and IPS cardinalities (obtained in DDG and SimpleScalar), as a function of the fault’s length. We report the results for only two applications, replace and print_tokens. Similar results were obtained for the other applications and, for brevity, are not reported. Note that each point in the graph represents the average CD or IPS values for all crash-causing faults of a given length. The main observations for the graphs in Figures 4 and 5 are as follows:

- The predicted and actual CDs remain relatively constant with the length of the intermittent fault. However, actual CD is consistently larger than expected CD, which reaffirms the earlier observation that DDG under-predicts the CDs (Section IV-D). Nonetheless, the observed deviation in CDs is less than 8 nodes on average for all faults independent of their lengths.
- Both predicted and actual IPS cardinalities steadily increase with respect to the fault’s length. However, our analysis using the DDG model over-predicts the cardinalities compared to the actual values. Further, the predicted IPS values increase linearly with the intermittent fault length. This is because the IPS predicted by the DDG contains at least the nodes that are directly affected by the intermittent fault.
- The average actual CD is 7 to 8 nodes and is independent of the fault’s length. Hence, most crashes occur within 8 nodes from the start of the intermittent fault. Therefore, we focus on intermittent faults that are at most 10 instructions long.

These results demonstrate that the DDG model’s predictions of relationships between the intermittent faults’ properties (CD andIPS) and the faults’ lengths have similar trends as the corresponding values obtained with fault-injection experiments using SimpleScalar.

**V. RELATED WORK**

**Fault avoidance and tolerance techniques:** Fault-avoidance techniques attempt to minimize process variations [4], regulate voltage [7] or manage temperature [8]. Although fault-avoidance techniques reduce the base rate of intermittent faults, many faults still occur and escape to the software [6]. Fault tolerance techniques for intermittent faults require circuit-level changes [18], or often incur very high overheads even for fault-free devices [5].

Wells et al. [6] propose to recover from intermittent faults in software by suspending the faulty core and using a virtualization layer to manage over-committed systems. However, they assume that hardware circuits are used to detect intermittent faults. These circuits incur power and area overhead. To the best of our knowledge, there is no technique to mitigate intermittent faults using software alone. We evaluate the propagation of intermittent faults in programs as a first step in building software-only mechanisms to mitigate such faults.

**Fault propagation studies:** Gracia et al. [19] study the behavior of intermittent faults in a VHDL model of a commercial microcontroller. They find that intermittent fault length is...
the most influential variable in error propagation. However, they do not consider the impact of intermittent faults on the program executing on the processor, which is important for developing software fault-tolerance mechanisms. While error propagation studies have been performed for permanent faults [10] and transient errors [9], [20], to our knowledge no such study has been performed for intermittent faults.

**The DDG model:** The DDG model has been used to derive information about programs in prior work. These studies include:

1. Agrawal and Horgan [11] for slicing programs,
2. Austin and Sohi [12] for parallelizing programs,
3. Smolens et al. [20] for bounding error detection latency due to transient faults and
4. Pattabiraman et al. [17] for placing error detectors to detect transient faults. To the best of our knowledge, our work is the first to utilize the DDG to infer the effects of intermittent faults on programs.

**VI. CONCLUSION**

We studied the impact of intermittent hardware faults at the program level by gathering a dynamic instruction trace of fault-free program execution and analyzing this information using Dynamic Dependency Graph (DDG). We found that the majority of intermittent faults results in crashes (95% of non-benign faults) and that the DDG model is accurate in predicting the propagation of errors (within 100 nodes) for over 90% of crash-causing errors. Further, the DDG model took only from 4 to 89 seconds to analyze the propagation of intermittent faults in programs, whereas an equivalent fault-injection campaign using the SimpleScalar simulator took from 6 to 70 hours.
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