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Abstract

We introduce the family of limited model information control design methods, which construct controllers by accessing the plant’s model in a constrained way, according to a given design graph. We investigate the achievable closed-loop performance of discrete-time linear time-invariant plants under a separable quadratic cost performance measure with structured state-feedback controllers. We find the optimal control design strategy (in terms of the competitive ratio and domination metrics) when the control designer has access to the local model information and the global interconnection structure of the plant-to-be-controlled. At last, we study the trade-off between the amount of model information exploited by a control design method and the best closed-loop performance (in terms of the competitive ratio) of controllers it can produce.

1 Introduction

Many modern control systems, such as aircraft and satellite formation [2,3], automated highways and other shared infrastructure [4,5], flexible structures [6], and supply chains [7], consist of a large number of subsystems coupled through their performance goals or dynamics. When regulating this kind of plant, it is often advantageous to adopt a distributed control architecture, in which the controller itself is composed of interconnected subcontrollers, each of which accesses a strict subset of the plant’s output. Several control synthesis methods have been proposed over the past decades that result in distributed controllers of this form, with various types of closed-loop stability and performance guarantees (e.g., [8–16]). Most recently, the tools presented in [17] and [18] revealed how to exploit the specific interconnection of classes of plants (the so-called...
quadratically invariant systems) to formulate convex optimization problems for the design of structured $H_{\infty}$- and $H_2$-optimal controllers. A common thread in this part of the literature is the assumption that, even though the controller is structured, its design can be performed in a centralized fashion, with full knowledge of the plant model. However, especially in the case of supply chain and shared infrastructure, this assumption is not always warranted, as the design of each subcontroller may need to be carried out by a different control designer, with no access to the global model of the plant, although its interconnection structure and the common closed-loop cost function to be minimized are public knowledge. This class of problems, which we refer to as “limited model information control design problems”, is the main object of interest in the present paper.

Control design based on uncertain plant model information is a classical topic in the robust control literature [19–22]. However, designing an optimal controller without a global model is different from a robust control problem. In optimal control design with limited model information, subsystems do not have any prior information about the other subsystems’ model; i.e., there is no nominal model for design procedure and there is no bound on the model uncertainties. There has been some interesting approaches for tackling this problem. For instance, references [23–26] introduced methods for designing sub-optimal decentralized controllers without a global dynamical model of the system. In these papers, the authors assume that the large-scale system to be controlled consists of an interconnection of weakly coupled subsystems. They design an optimal controller for each subsystem using only the corresponding local model, and connect the obtained subcontrollers to construct a global controller. They show that, when coupling is negligible, this latter controller is satisfactory in terms of closed-loop stability and performance. However, as coupling strength increases, even closed-loop stability guarantees are lost. Other approaches such as [5, 7] are based on receding horizon control and use decomposition methods to solve each step’s optimization problem in a decentralized manner with only limited information exchange between subsystems. What is missing from the literature, however, is a rigorous characterization of the best closed-loop performance that can be attained through limited model information design and, a study of the trade off between the closed-loop performance and the amount of exchanged information. We tackle this question in the present paper. We are particularly interested in the same applications as [5, 7], namely supply chains and shared infrastructure, which have been shown to be well-modeled by dynamically-coupled but possibly cost-decoupled interconnected systems.

Limited model information control design occurs naturally in this context, since the subsystems often belong to different entities, which may consider their model information private and may thus be reluctant to share it with the others. In this case, the designers may have to resort to “communication-less” strategies in which subcontroller $K_i$ depends solely on the description of subsystem $i$’s model. Another reason for using communication-less strategies in more general design situations, even when the circulation of plant information is not restricted a priori, is that the resulting sub-controller $K_i$ does not need to be modified if the characteristics of a particular subsystem, which is not directly connected to subsystem $i$, vary.

In this paper, we study the properties of general limited model information control design methods. We investigate the relationship between the amount
of plant information available to the designers, the nature of the plant interconnection graph, and the quality (measured by the closed-loop control goal) of controllers that can be constructed using their knowledge. To do so, we look at limited model information and communication-less control design methods as belonging to a special class of maps between the plant and controller sets, and make use of the competitive ratio and domination metrics introduced in [27] to characterize their intrinsic limitations. To the best of our knowledge, there are no other metrics specifically tuned to control design methods. We address much more general classes of subsystems and of limitations on the model information available to the designer than is done in [27].

Specifically, we consider limited model information control design for interconnections of fully-actuated (i.e., with invertible $B$-matrix) discrete-time linear time-invariant subsystems with quadratic separable cost function. Our choice of such a cost is motivated by our interest in dynamically-coupled but cost-decoupled plants, while our assumption on the $B$-matrix is a technical assumption which, as we show in the last section of the paper, can be partially removed in some cases. We investigate the best closed-loop performance achievable by structured static state feedback controllers constructed by limited model information design strategies. We show that the result depends crucially on the plant graph and the control graph. In the case where the plant graph contains no sink and the control graph is a supergraph of the plant graph, we extend the fact proven in [27] that the deadbeat strategy is the best communication-less control design method. However, the deadbeat control design strategy is dominated when the plant graph has sinks, and we exhibit a better, undominated, communication-less control design method, which, although having the same competitive ratio as the deadbeat control design strategy, takes advantage of the knowledge of the sinks’ location to achieve a better closed-loop performance in average. We characterize the amount of model information needed to achieve better competitive ratio than the deadbeat control design strategy. This amount of information is expressed in terms of properties of the design graph; a directed graph which indicates the dependency of each subsystem’s controller on different parts of the global dynamical model.

This paper is organized as follows. After formulating the problem of interest and defining the performance metrics in Section 2, we characterize the best communication-less control design method according to both competitive ratio and domination metrics in Section 3. In Section 4, we show that achieving a strictly better competitive ratio than these control design methods requires a complete design graph when the plant graph is itself complete. Finally, we end with a discussion on extensions in Section 5 and the conclusions in Section 6.

1.1 Notation

Sets will be denoted by calligraphic letters, such as $\mathcal{P}$ and $\mathcal{A}$. If $\mathcal{A}$ is a subset of $\mathcal{M}$ then $\mathcal{A}^c$ is the complement of $\mathcal{A}$ in $\mathcal{M}$, i.e., $\mathcal{M} \setminus \mathcal{A}$.

Matrices are denoted by capital roman letters such as $A$. $A_j$ will denote the $j^{th}$ row of $A$. $A_{ij}$ denotes a sub-matrix of matrix $A$, the dimension and the position of which will be defined in the text. The entry in the $i^{th}$ row and the $j^{th}$ column of the matrix $A$ is $a_{ij}$.

Let $S^n_{++}$ ($S^n_+$) be the set of symmetric positive definite (positive semidefinite) matrices in $\mathbb{R}^{n \times n}$. $A > (\geq) 0$ means that the symmetric matrix $A \in \mathbb{R}^{n \times n}$ is
positive definite (positive semidefinite) and \( A > (\geq) B \) means that \( A - B > (\geq) 0 \).

\( \lambda(Y) \) and \( \lambda(Y) \) denote the smallest and the largest eigenvalues of the matrix \( Y \), respectively. Similarly, \( \sigma(Y) \) and \( \sigma(Y) \) denote the smallest and the largest singular values of the matrix \( Y \), respectively. Vector \( e_i \) denotes the column-vector with all entries zero except the \( i \)th entry, which is equal to one.

All graphs considered in this paper are directed, possibly with self-loops, with vertex set \( \{1, ..., q\} \) for some positive integer \( q \). If \( G = (\{1, ..., q\}, E) \) is a directed graph, we say that \( i \) is a sink if there does not exist \( j \neq i \) such that \((i, j) \in E \). A loop of length \( t \) in \( G \) is a set of distinct vertices \( \{i_1, ..., i_t\} \) such that \((i_t, i_1) \in E \) and \((i_p, i_{p+1}) \in E \) for all \( 1 \leq p \leq t - 1 \). We will sometimes refer to this loop as \((i_1 \rightarrow i_2 \rightarrow \cdots \rightarrow i_t \rightarrow i_1) \). The adjacency matrix \( S \) of graph \( G \) is the \( q \times q \) matrix whose entries satisfy

\[
{s}_{ij} = \begin{cases} 
1 & \text{if } (j, i) \in E \\
0 & \text{otherwise}.
\end{cases}
\]

Since the set of vertices is fixed here, a subgraph of \( G \) is a graph whose edge set is a subset of the edge set of \( G \) and a supergraph of \( G \) is a graph of which \( G \) is a subgraph. We use the notation \( G' \supseteq G \) to indicate that \( G' \) is a supergraph of \( G \).

2 Control Design With Limited Model Information

2.1 Plant Model

Let a graph \( G_P = (\{1, ..., q\}, E_P) \) be given, with adjacency matrix \( S_P \in \{0,1\}^{q \times q} \). We define the following set of matrices associated with \( S_P \):

\[
\mathcal{A}(S_P) = \{ A \in \mathbb{R}^{n \times n} | A_{ij} = 0 \in \mathbb{R}^{n_i \times n_j} \text{ for all } 1 \leq i, j \leq q \text{ such that } (s_P)_{ij} = 0 \},
\]

where for each \( 1 \leq i \leq q \), integer number \( n_i \) is the dimension of subsystem \( i \). Implicit in these definitions is the fact that \( \sum_{i=1}^{q} n_i = n \). Also, for a given scalar \( \epsilon > 0 \), we let

\[
\mathcal{B}(\epsilon) = \{ B \in \mathbb{R}^{n \times n} | \sigma(B) \geq \epsilon, B_{ij} = 0 \in \mathbb{R}^{n_i \times n_j} \text{ for all } 1 \leq i \neq j \leq q \}.
\]

The set \( \mathcal{B}(\epsilon) \) defined in (2) is made of invertible block-diagonal square matrices since \( \sigma(B) \geq \epsilon > 0 \) for each matrix \( B \in \mathcal{B}(\epsilon) \subseteq \mathbb{R}^{n \times n} \). With these definitions, we can introduce the set \( \mathcal{P} \) of plants of interest as the space of all discrete-time linear time-invariant dynamical systems of the form

\[
x(k + 1) = Ax(k) + Bu(k); \ x(0) = x_0,
\]

with \( A \in \mathcal{A}(S_P), B \in \mathcal{B}(\epsilon), \) and \( x_0 \in \mathbb{R}^n \). Clearly \( \mathcal{P} \) is isomorphic to \( \mathcal{A}(S_P) \times \mathcal{B}(\epsilon) \times \mathbb{R}^n \) and, slightly abusing notation, we will thus identify a plant \( P \in \mathcal{P} \) with the corresponding triple \( (A, B, x_0) \).

A plant \( P \in \mathcal{P} \) can be thought of as the interconnection of \( q \) subsystems, with the structure of the interconnection specified by the graph \( G_P \) (i.e., subsystem
Figure 1: $G_P$ and $G'_P$ are examples of plant graphs, $G_K$ and $G'_K$ are examples of control graphs, and $G_C$ and $G'_C$ are examples of design graphs.

Figure 2: Physical interconnection between different subsystems and controllers corresponding to $G_P$ and $G_K$ in Figures 1(a) and 1(b), respectively.

$j$’s output feeds into subsystem $i$ only if $(j, i) \in E_P$. As a consequence, we refer to $G_P$ as the “plant graph”. We will denote the ordered set of state indices pertaining to subsystem $i$ as $I_i$, i.e., $I_i := (1 + \sum_{j=1}^{i-1} n_j, \ldots, n_i + \sum_{j=1}^{i-1} n_j)$. For subsystem $i$, state vector and input vector are defined as

$$
\hat{\xi}_i = [x_{\ell_1}, \ldots, x_{\ell_{n_i}}]^T, \quad \hat{u}_i = [u_{\ell_1}, \ldots, u_{\ell_{n_i}}]^T
$$

where the ordered set of indices $(\ell_1, \ldots, \ell_{n_i}) \equiv I_i$, and its dynamics is specified by

$$
\hat{\xi}_i(k + 1) = \sum_{j=1}^q A_{ij} \hat{\xi}_j(k) + B_{ij} \hat{u}_j(k).
$$

According to the specific structure of $B(\epsilon)$ given in (2), each subsystem is fully-actuated, with as many input as states, and controllable in one time-step. Possible generalization of the results to a (restricted) family of under-actuated systems is discussed in Section 5.

Figure 1(a) shows an example of a plant graph $G_P$. Each node represents a subsystem of the system. For instance, the second subsystem in this example may affect the first subsystem and the third subsystem; i.e., sub-matrices $A_{12}$ and $A_{32}$ can be non-zero. The self-loop for the second subsystem shows that $A_{22}$ may be non-zero. Figure 2 illustrates the corresponding physical interconnection between subsystems of the plant in Figure 1(a) by dotted edges. Note that $P_1$ in Figure 2 represents a sink of $G_P$ in Figure 1(a). The plant graph $G'_P$ in Figure 1(a’) has no sink. The control graph $G_K$ is introduced in the next subsection.
2.2 Controller Model

Let a control graph $G_K$ be given, with adjacency matrix $S_K$. The control laws of interest in this paper are linear static state-feedback control laws of the form

$$u(k) = Kx(k),$$

where

$$K \in \mathcal{K}(S_K) = \{ K \in \mathbb{R}^{n \times n} | K_{ij} = 0 \in \mathbb{R}^{n_i \times n_j} \text{ for all } 1 \leq i, j \leq q \text{ such that } (s_K)_{ij} = 0 \}.$$  \hspace{1cm} (4)

In particular, when $G_K$ is a complete graph, $\mathcal{K}(S_K) = \mathbb{R}^{n \times n}$, while, if $G_K$ is totally disconnected with self-loops, $\mathcal{K}(S_K)$ represents the set of fully-decentralized controllers. When adjacency matrix $S_K$ is not relevant or can be deduced from context, we refer to the set of controllers as $\mathcal{K}$.

An example of a control graph $G_K$ is given in Figure 1(b). Each node represents a subsystem-controller pair of the overall system. For instance, $G_K$ shows that the second subsystem’s controller can use state measurements of the first subsystem besides its own state measurements. Solid edges in Figure 2 correspond to the edges of the control graph $G_K$. Figure 1(b’) shows $G_K’$ which is a complete graph. This control graph indicates that each subsystem has access to full state measurements of all other subsystems; i.e., $\mathcal{K}(S_K) = \mathbb{R}^{n \times n}$.

2.3 Control Design Methods

A control design method $\Gamma$ is a map from the set of plants $\mathcal{P}$ to the set of controllers $\mathcal{K}$. Just like plants and controllers, a control design method can exhibit structure which, in turn, can be captured by a design graph. Let a control design method $\Gamma$ be partitioned according to subsystems dimensions as

$$\Gamma = \begin{bmatrix} \Gamma_{11} & \cdots & \Gamma_{1q} \\ \vdots & \ddots & \vdots \\ \Gamma_{q1} & \cdots & \Gamma_{qq} \end{bmatrix} \hspace{1cm} (5)$$

and a graph $G_C = (\{1, \ldots, q\}, E_C)$ be given, with adjacency matrix $S_C$. Each block $\Gamma_{ij}$ represents a map $\mathcal{A}(S_P) \times \mathcal{B}(\epsilon) \to \mathbb{R}^{n_i \times n_j}$. Control design method $\Gamma$ can be further partitioned in the form

$$\Gamma = \begin{bmatrix} \gamma_{11} & \cdots & \gamma_{1n} \\ \vdots & \ddots & \vdots \\ \gamma_{n1} & \cdots & \gamma_{nn} \end{bmatrix},$$

where each $\gamma_{ij}$ is a map $\mathcal{A}(S_P) \times \mathcal{B}(\epsilon) \to \mathbb{R}$. We say that $\Gamma$ has structure $G_C$ if, for all $i$, the map $[\Gamma_{11} \cdots \Gamma_{iq}]$ is only a function of

$$\{ [A_{j1} \cdots A_{jq}], B_{jj} | (s_C)_{ij} \neq 0 \}.$$  \hspace{1cm} (6)

In words, a control design method has structure $G_C$ if and only if, for all $i$, the subcontroller of subsystem $i$ is constructed with knowledge of the plant model of only those subsystems $j$ such that $(j, i) \in E_C$. The set of all control
design methods with structure $G_C$ will be denoted by $\mathcal{C}$. In the particular case where $G_C$ is the totally disconnected graph with self-loops (meaning that every node in the graph has a self-loop; i.e., $S_C = I_q$), we say that a control design method in $\mathcal{C}$ is “communication-less”, so as to capture the fact that subsystem $i$’s subcontroller is constructed with no information coming from (and, hence, no communication with) any other subsystem $j$, $j \neq i$. Therefore, the design graph indicates knowledge (or lack thereof) of entire block rows in the aggregate system matrix. When $G_C$ is not a complete graph, we refer to $\Gamma \in \mathcal{C}$ as being “a limited model information control design method”.

Note that $\mathcal{C}$ can be considered as a subset of the set of functions from $A(S_P) \times B(\epsilon)$ to $K(S_K)$, since a design method with structure $G_C$ is not a function of initial state $x_0$. Hence, when $\Gamma \in \mathcal{C}$ we will write $\Gamma(A,B)$ instead of $\Gamma(P)$ for plant $P = (A,B,x_0) \in \mathcal{P}$.

An example of a design graph $G_C$ is given in Figure 1(c). Each node represents a subsystem-controller pair of the overall system. For instance, $G_C$ shows that the third subsystem’s model is available to the designer of the second subsystem’s controller but not the first subsystem’s model. Figure 1(c’) shows a fully disconnected design graph with self-loops $G'_C$. A local designer in this case can only rely on the model of its corresponding subsystem; i.e., the design strategy is communication-less. Note that Figure 2 does not feature the design graph.

### 2.4 Performance Metrics

The goal of this paper is to investigate the influence of the plant and design graph on the properties of controllers constructed by limited model information control design methods. To this end, we will use two performance metrics for control design methods. These performance metrics are adapted from the notions of competitive ratio and domination introduced in [27], so as to take plant, controller, and control design structures into account. Following the approach in [27], we start by associating a closed-loop performance criterion to each plant $P = (A,B,x_0) \in \mathcal{P}$ and controller $K \in \mathcal{K}$. As explained in the introduction, we are particularly interested in dynamically-coupled but cost-decoupled systems in this paper, hence, we use a cost of the form

$$J_P(K) = \sum_{k=1}^{\infty} x(k)^T Q x(k) + \sum_{k=0}^{\infty} u(k)^T R u(k),$$  \hspace{1cm} (7)

where $Q \in S_{n+}^+$ and $R \in S_{n+}^+$ are block diagonal matrices, with each diagonal block entry belonging to $S_{n_i+}^+$. We make the following two standing assumptions:

**Assumption 2.1.** $Q = R = I$.

This is without loss of generality because the change of variables $(\bar{x}, \bar{u}) = (Q^{1/2} x, R^{1/2} u)$ transforms the performance criterion and state space representation into

$$J_P(K) = \sum_{k=1}^{\infty} \bar{x}(k)^T \bar{x}(k) + \sum_{k=0}^{\infty} \bar{u}(k)^T \bar{u}(k),$$  \hspace{1cm} (8)

and

$$\bar{x}(k+1) = Q^{1/2} A Q^{-1/2} \bar{x}(k) + Q^{1/2} B R^{-1/2} \bar{u}(k) = \bar{A} \bar{x}(k) + \bar{B} \bar{u}(k),$$
respectively, without affecting the plant, control, or design graph (due to the block diagonal structure of $Q$ and $R$).

**Assumption 2.2.** The set of matrices $B(\epsilon)$ is replaced with the set of diagonal matrices with diagonal entries greater than or equal to $\epsilon$.

This assumption is without loss of generality. Indeed, consider a plant $P = (A, B, x_0) \in \mathcal{P}$. Every sub-system’s $B_{ii}$ matrix has a singular value decomposition $B_{ii} = U_{ii} \Sigma_{ii} V_{ii}^T$ with $\Sigma_{ii} \geq \epsilon I_{n_i \times n_i}$. Combining these singular value decompositions together results in a singular value decomposition for matrix $B = U \Sigma V^T$ where $U = \text{diag}(U_{11}, U_{22}, \ldots, U_{qq})$, $\Sigma = \text{diag}(\Sigma_{11}, \Sigma_{22}, \ldots, \Sigma_{qq})$, and $V = \text{diag}(V_{11}, V_{22}, \ldots, V_{qq})$. Defining $\bar{x}(k) = U^T x(k)$ and $\bar{u}(k) = V^T u(k)$ results in

$$\bar{x}(k+1) = U^T A \bar{x}(k) + U^T B V \bar{u}(k),$$

where $U^T B V$ is diagonal. Because of the block diagonal structure of matrices $U$ and $V$, the change of variables $(A, B, x_0) \mapsto (U^T A, U^T B V, U^T x_0)$ does not affect the plant, control, or design graph. In addition, the cost function becomes

$$J_P(K) = \sum_{k=1}^{\infty} \bar{x}(k)^T U^T U \bar{x}(k) + \sum_{k=0}^{\infty} \bar{u}(k)^T V^T V \bar{u}(k)$$

$$= \sum_{k=1}^{\infty} \bar{x}(k)^T \bar{x}(k) + \sum_{k=0}^{\infty} \bar{u}(k)^T \bar{u}(k),$$

which is of the form (8), because both $U$ and $V$ are unitary matrices. We are now ready to define the performance metrics of interest in this paper.

**Definition 2.3.** (Competitive Ratio) Let a plant graph $G_P$, control graph $G_K$ and constant $\epsilon > 0$ be given. Assume that, for every plant $P \in \mathcal{P}$, there exists an optimal controller $K^*(P) \in \mathcal{K}$ such that

$$J_P(K^*(P)) \leq J_P(K), \quad \forall K \in \mathcal{K}.$$

The competitive ratio of a control design method $\Gamma$ is defined as

$$r_P(\Gamma) = \sup_{P=(A,B,x_0)\in\mathcal{P}} \frac{J_P(\Gamma(A,B))}{J_P(K^*(P))},$$

with the convention that $\frac{0}{0}$ equals one.

Note that the mapping $K^* : P \mapsto K^*(P)$ is not itself required to lie in the set $\mathcal{C}$, as every component of the optimal controller may depend on all entries of the model matrices $A$ and $B$.

**Definition 2.4.** (Domination) A control design method $\Gamma$ is said to dominate another control design method $\Gamma'$ if

$$J_P(\Gamma'(A,B)) \leq J_P(\Gamma'(A,B)), \quad \forall P = (A, B, x_0) \in \mathcal{P},$$

with strict inequality holding for at least one plant in $\mathcal{P}$. When $\Gamma' \in \mathcal{C}$ and no control design method $\Gamma \in \mathcal{C}$ exists that satisfies (9), we say that $\Gamma'$ is undominated in $\mathcal{C}$ for plants in $\mathcal{P}$.
2.5 Problem Formulation

With the definitions of the previous subsections in hand, we can reformulate the main question of this paper regarding the connection between closed-loop performance, plant structure, and limited model information control design as follows. For a given plant graph, control graph, and design graph, we would like to determine

$$\arg \min_{\Gamma \in C} r_P(\Gamma).$$  \hspace{1cm} (10)

Since several design methods may achieve this minimum, we are interested in determining which ones of these strategies are undominated. In [27], this problem was solved in the case when $G_P$ and $G_K$ are complete graphs, $G_C$ is a totally disconnected graph with self-loops (i.e., $S_C = I_q$), and $B(\epsilon)$ is replaced with singleton \{I\}. In this paper, we investigate the role of more general plant and design graphs. We also extend the results in [27] for scalar subsystems to subsystems of arbitrary order $n_i \geq 1$, $1 \leq i \leq q$.

3 Plant Graph Influence on Achievable Performance

In this section, we study the relationship between the plant graph and the achievable closed-loop performance in terms of the competitive ratio and domination.

Definition 3.1. The deadbeat control design method $\Gamma^\Delta : A(S_P) \times B(\epsilon) \rightarrow K$ is defined as

$$\Gamma^\Delta(A, B) = -B^{-1}A, \text{ for all } (A, B, x_0) \in \mathcal{P}.$$  

This control design method is communication-less; i.e., the control design for the subsystem $i$ is a function of the model of the subsystem $i$ only, because subsystem $i$’s controller gain $[\Gamma^\Delta_1(A, B) \cdots \Gamma^\Delta_q(A, B)]$ equals to $B^{-1}_{ii}[A_{i1} \cdots A_{iq}]$. The name “deadbeat” comes from the fact that the closed-loop system obtained by applying controller $\Gamma^\Delta(A, B)$ to plant $P = (A, B, x_0)$ reaches the origin in just one time-step [28].

Remark 3.2. Note that for the case that the control graph $G_K$ is a complete graph; i.e., $K = \mathbb{R}^{n \times n}$, there exists a controller $K^*(P)$ satisfying the assumptions of Definition 2.3 for all $P \in \mathcal{P}$, namely, the optimal linear quadratic regulator which is independent of the initial condition of the plant. For incomplete control graphs, the optimal control design strategy $K^*(P)$ (if exists) might become a function of the initial condition [29]. Hence, we will use $K^*(A, B)$ instead of $K^*(P)$ when the control graph $G_K$ is a complete graph for each plant $P = (A, B, x_0) \in \mathcal{P}$ to emphasize this fact.

Form Definition 2.3, the notation $K^*(P)$ is reserved for the optimal control design strategy for any given control graph $G_K$. In the particular case, we use the notation $K^*_C(A, B)$ to denote the unstructured optimal control design strategy (i.e., $G_K$ is a complete graph).
Lemma 3.3. Let the control graph $G_K$ be a complete graph. The cost of the optimal control design strategy $K^*$ is lower-bounded by

$$ J_P(K^*(A, B)) \geq \left( \frac{\sigma^2(B)}{\sigma^2(B)+1} \right) J_P(\Gamma^\Delta(A, B)), $$

for all plants $P = (A, B, x_0) \in \mathcal{P}$. 

**Proof:** See Appendix A.

Theorem 3.4. Let the plant graph $G_P$ contain no isolated node and $G_K \supseteq G_P$. Then the competitive ratio of the deadbeat control design method $\Gamma^\Delta$ is

$$ r_P(\Gamma^\Delta) = 1 + 1/\epsilon^2. $$

**Proof:** Irrespective of the control graph $G_K$ and for all plants $P \in \mathcal{P}$, it is true that $J_P(K^*_C(A, B)) \leq J_P(K^*(P))$. Therefore, we get

$$ \frac{J_P(\Gamma^\Delta(A, B))}{J_P(K^*_C(A, B))} \leq \frac{J_P(\Gamma^\Delta(A, B))}{J_P(K^*(P))}. $$

Now, using Lemma 3.3, we know that

$$ \frac{J_P(\Gamma^\Delta(A, B))}{J_P(K^*_C(A, B))} \leq 1 + \frac{1}{\sigma^2(B)}, $$

for all $P = (A, B, x_0) \in \mathcal{P}$. Combining (12) and (11) results in

$$ r_P(\Gamma^\Delta) = \sup_{P \in \mathcal{P}} \frac{J_P(\Gamma^\Delta(A, B))}{J_P(K^*(P))} \leq 1 + \frac{1}{\epsilon^2}. $$

To show that this upper bound is attained, let us pick $i_1 \in \mathcal{I}_i$ and $j_1 \in \mathcal{I}_j$ where $1 \leq i \neq j \leq q$ and $(s_P)_{ij} \neq 0$ (such indices $i$ and $j$ exist because plant graph $G_P$ has no isolated node by assumption). Consider the system $A = e_i e_j^T$ and $B = \epsilon I$. The unique positive definite solution of the discrete algebraic Riccati equation

$$ A^T X A - A^T X B (I + B^T X B)^{-1} B^T X A = X - I, $$

is $X = I + [1/(1+\epsilon^2)] e_i e_j^T$. Consequently, the centralized controller $K^*_C(A, B) = -\epsilon/(1+\epsilon^2) e_i e_j^T$ belongs to the set $K(S_K)$ because $G_K \supseteq G_P$. Thus, we get

$$ J_{(A,B,e_{i_1})}(K^*(A, B, e_{j_1})) \leq J_{(A,B,e_{i_1})}(K^*_C(A, B)) $$

(14)

since $K^*(P)$ has a lower cost than any other controller in $K(S_K)$. On the other hand, it is evident that

$$ J_{(A,B,e_{i_1})}(K^*_C(A, B)) \leq J_{(A,B,e_{i_1})}(K^*(A, B, e_{j_1})) $$

(15)

because the centralized controller has access to more state measurements. Using (14) and (15) simultaneously results in

$$ J_{(A,B,e_{i_1})}(K^*(A, B, e_{j_1})) = J_{(A,B,e_{i_1})}(K^*_C(A, B)) = 1/(1+\epsilon^2). $$

On the other hand $\Gamma^\Delta(A, B) = -[1/\epsilon] e_i e_j^T$ and $J_{(A,B,e_{i_1})}(\Gamma^\Delta(A, B)) = 1/\epsilon^2$. Therefore, $r_P(\Gamma^\Delta) = 1 + 1/\epsilon^2$. 

\[\Box\]
Remark 3.5. Consider the limited model information design problem given by the plant graph $G_P$ in Figure 1(a) and the control graph $G_K$ in Figure 1(b). Theorem 3.4 shows that, if we apply the deadbeat control design strategy to this particular problem, the performance of the deadbeat control design strategy, at most, can be $1 + 1/\epsilon^2$ times the cost of the optimal control design strategy $K^*$.

Remark 3.6. There is no loss of generality in assuming that there is no isolated node in the plant graph $G_P$, since it is always possible to design a controller for an isolated subsystem without any model information about the other subsystems and without impacting cost [7]. In particular, this implies that there are $q \geq 2$ vertices in the graph because for $q = 1$ the only subsystem that exists is an isolated node in the plant graph.

Remark 3.7. For implementation of the deadbeat control design strategy in each node, we only need the state measurements of the neighbors of that node. For the implementation of the optimal control design strategy $K^*$ when the control graph has many more links than the plant graph, the controller gain $K^*(P)$ is not necessarily a sparse matrix.

With this characterization of $\Gamma^\Delta$ in hand, we are now ready to tackle problem (10).

3.1 First case: plant graph $G_P$ with no sink

In this subsection, we show that the deadbeat control method $\Gamma^\Delta$ is undominated by communication-less control design methods for plants in $\mathcal{P}$, when $G_P$ contains no sink. We also show that $\Gamma^\Delta$ exhibits the smallest possible competitive ratio among such control design methods.

First, we state the following two lemmas.

Lemma 3.8. Let the plant graph $G_P$ contain no isolated node, the design graph $G_C$ be a totally disconnected graph with self-loops, and $G_K \supseteq G_P$. A control design method $\Gamma \in \mathcal{C}$ has bounded competitive ratio only if the following implication holds for all $1 \leq i \leq q$ and all $j$:

$$a_{\ell j} = 0 \text{ for all } \ell \in \mathcal{I}_i \Rightarrow \gamma_{\ell j}(A, B) = 0 \text{ for all } \ell \in \mathcal{I}_i,$$

where $\mathcal{I}_i$ is the set of indices related to subsystem $i$; i.e., $\mathcal{I}_i = (1 + \sum_{z=1}^{i-1} n_z, \ldots, n_i + \sum_{z=1}^{i-1} n_z)$.

Proof: See Appendix B.

Lemma 3.9. Let the plant graph $G_P$ contain no isolated node, the design graph $G_C$ be a totally disconnected graph with self-loops, and $G_K \supseteq G_P$. Assume the plant graph $G_P$ has at least one loop. Then,

$$r_P(\Gamma) \geq 1 + 1/\epsilon^2$$

for all limited model information control design method $\Gamma$ in $\mathcal{C}$.

Proof: See Appendix C.

Using these two lemmas, we are ready to state and prove one of the main theorems in this paper and, as a result, find the solution to problem (10) when the plant graph $G_P$ contains no sink.
Theorem 3.10. Let the plant graph $G_P$ contain no isolated node and no sink, the design graph $G_C$ be a totally disconnected graph with self-loops, and $G_K \supseteq G_P$. Then the competitive ratio of any control design strategy $\Gamma \in C$ satisfies

$$r_P(\Gamma) \geq 1 + 1/e^2.$$

**Proof:** From Lemma 1.4.23 in [30], we know that a directed graph with no sink must have at least one loop. Hence $G_P$ must contain a loop. The result then follows from Lemma 3.9. 

**Remark 3.11.** Theorem 3.10 shows that $r_P(\Gamma) \geq r_P(\Gamma^\Delta)$ for any control design strategy $\Gamma \in C$, and as a result the deadbeat control design method $\Gamma^\Delta$ becomes a minimizer of the competitive ratio function $r_P$ over the set of communication-less design methods.

We now turn our attention to domination properties of the deadbeat control design strategy.

**Lemma 3.12.** Let the plant graph $G_P$ contain no isolated node, the design graph $G_C$ be a totally disconnected graph with self-loops, and $G_K \supseteq G_P$. The deadbeat control design strategy $\Gamma^\Delta$ is undominated, if there is no sink in the plant graph $G_P$.

**Proof:** See Appendix [D].

The following theorem shows that the deadbeat control design strategy is undominated by communication-less design methods if and only if the plant graph $G_P$ has no sink. It thus provides a good trade-off between worst-case and average performance.

**Theorem 3.13.** Let the plant graph $G_P$ contain no isolated node, the design graph $G_C$ be a totally disconnected graph with self-loops, and $G_K \supseteq G_P$. Then the deadbeat control design method $\Gamma^\Delta$ is undominated in $C$ for plants in $P$ if and only if the plant graph $G_P$ has no sink.

**Proof:** Proof of the “if” part of the theorem, is given by Lemma 3.12.

For ease of notation in this proof, we use $[\Gamma]_i = [\Gamma_{i1} \cdots \Gamma_{iq}]$ and $[A]_i = [A_{i1} \cdots A_{iq}]$.

In order to prove the “only if” part of the theorem, we need to show that if the plant graph has a sink (i.e., if there exists $j$ such that $(s_P)_{ij} = 0$ for every $i \neq j$), then there exists a control design method $\Gamma$ which dominates the deadbeat control design method. We exhibit such a strategy.

Without loss of generality, we can assume that $(s_P)_{iq} = 0$ for all $i \neq q$, in which case every matrix $A$ in $A(S_P)$ has the structure

$$A = \begin{bmatrix}
A_{11} & \cdots & A_{1,q-1} & 0 \\
\vdots & \ddots & \vdots & \vdots \\
A_{q-1,1} & \cdots & A_{q-1,q-1} & 0 \\
A_{q1} & \cdots & A_{q,q-1} & A_{qq}
\end{bmatrix}.$$
Define $\hat{z}_0 = [x_1(0) \cdots x_{q-1}(0)]^T$, and let control design strategy $\Gamma$ be defined by

$$
\begin{bmatrix}
-B_{11}^{-1} A_{11} & \cdots & -B_{11}^{-1} A_{11,q-1} & 0 \\
\vdots & \ddots & \vdots & \vdots \\
-B_{q-1,q-1}^{-1} A_{q-1,1} & \cdots & -B_{q-1,q-1}^{-1} A_{q-1,q-1} & 0 \\
K_q(A,B) & \cdots & K_{q,q-1}(A,B) & K_q(A,B)
\end{bmatrix}
$$

for all $P = (A, B, x_0) \in \mathcal{P}$, with

$$
K(A, B) := \begin{bmatrix}
K_q(A, B) & \cdots & K_{q,q-1}(A,B) & K_q(A,B)
\end{bmatrix} = -(I + B_{qq}^T X_{qq} B_{qq})^{-1} B_{qq}^T X_{qq} A_{qq} - A_{qq}^T X_{qq} A_{qq} + X_{qq} - I = 0.
$$

(17)

In words, control design strategy $\Gamma$ applies the deadbeat strategy to subsystems 1 to $q-1$ while, on subsystem $q$, it uses the same sub-controller as in the optimal controller for the plant

$$
\dot{x}(k+1) = \hat{A} \hat{x}(k) + \hat{B} \hat{u}(k),
$$

(18)

with cost function

$$
J_{(A,B,x_0)}^{(2)}(\hat{K}) = \sum_{k=1}^{\infty} \hat{x}(k)^T Q \hat{x}(k) + \sum_{k=0}^{\infty} \hat{u}(k)^T \hat{u}(k),
$$

where $Q = \text{diag}(0, \ldots, 0, I_{n_x \times n_q})$, the matrix $\hat{A}$ is defined as $[\hat{A}]_q = [A]_q$ and $[\hat{A}]_z = 0$ for all $z \neq q$, and furthermore, the matrix $\hat{B}$ is defined as $\hat{B} = \text{diag}(0, \ldots, 0, B_{qq})$. Note that $\Gamma$ is indeed communication-less since $\hat{K}(A,B)$ defined above can be computed with the sole knowledge of the $q^{th}$ lower block of $A$ and $B$. Because of the structure of matrices in $\mathcal{A}(\mathcal{S} \mathcal{P})$ and this characterization of $\Gamma$, we have

$$
J_{(A,B,x_0)}^{(1)}(A,B) = J_{(A,B,x_0)}^{(1)} + J_{(A,B,x_0)}^{(2)}(\hat{K}(A,B)),
$$

where $J_{(A,B,x_0)}^{(1)} = \hat{x}_0^T \hat{A} \hat{B} \hat{B}^{-1} \hat{A} \hat{x}_0$, with

$$
\hat{A} = \begin{bmatrix}
A_{11} & \cdots & A_{1,q-1} \\
\vdots & \ddots & \vdots \\
A_{q-1,1} & \cdots & A_{q-1,q-1}
\end{bmatrix},
$$

and $\hat{B} = \text{diag}(B_{11}, \ldots, B_{q-1,q-1})$ and $J_{(A,B,x_0)}^{(2)}(\hat{K}(A,B))$ is the closed-loop cost for system $[18]$. Since $\hat{K}(A,B)$ is the optimal controller for this cost,

$$
J_{(A,B,x_0)}^{(2)}(\hat{K}(A,B)) = x_0^T \hat{A} W \hat{A} x_0,
$$

where

$$
W = \text{diag}(0, \ldots, 0, X_{qq} - X_{qq} B_{qq} (I + B_{qq}^T X_{qq} B_{qq})^{-1} B_{qq}^T X_{qq}).
$$
Using part 2 of Subsection 3.5.2 in [31], we have the matrix inversion identity
\[ X - XY(I + XY)^{-1}X = (X^{-1} + Y)^{-1}, \]
which results in
\[ W_{qq} = X_{qq} - X_{qq}B_{qq}(I + B_{qq}^TX_{qq}B_{qq})^{-1}B_{qq}^TX_{qq}
= (X_{qq}^{-1} + B_{qq}B_{qq}^T)^{-1}
< B_{qq}^{-1}. \]
Note that \( X_{qq}^{-1} \) exists because \( X_{qq} \geq I \) which follows from the discrete algebraic Riccati equation in [17]. This inequality implies that
\[ \hat{A}^TW\hat{A} < \hat{A}^T(\hat{B}^T\hat{B})^T\hat{A}. \]
where \( \hat{B}^T = \text{diag}(0, \ldots, 0, B_{qq}^{-1}) \). Thus
\[ J_{(A, B, x_0)}(\Gamma(A, B)) = J_{(A, B, x_0)}^{(1)} + J_{(A, B, x_0)}^{(2)}(\hat{K}(A, B))
< J_{(A, B, x_0)}(\Gamma)(\hat{A}). \]
for all \( P = (A, B, x_0) \in \mathcal{P} \) such that the \( q^\text{th} \) lower block of \( A \) is not zero, unless the \( J_{(A, B, x_0)}(\Gamma(A, B)) = J_{(A, B, x_0)}(\Gamma)(\hat{A}) \). Thus, control design method \( \Gamma \) dominates the deadbeat control design method \( \Gamma(\hat{A}) \).

**Remark 3.14.** Consider the limited model information design problem given by the plant graph \( G_P \) in Figure 1(a'), the control graph \( G_K \) in Figure 1(b'), and the design graph \( G_C \) in Figure 1(c'). Theorems 3.10 and 3.13 show that the deadbeat control design strategy \( \Gamma(\hat{A}) \) is the best control design strategy that one can propose based on the local model of subsystems and the plant graph, because the deadbeat control design strategy is the minimizer of the competitive ratio and it is undominated.

**Remark 3.15.** It should be noted that, the proof of the “only if” part of the Theorem 3.13 is constructive. We use this construction to build a control design strategy for the plant graphs with sinks in next subsection.

### 3.2 Second case: plant graph \( G_P \) with at least one sink

In this section, we consider the case where plant graph \( G_P \) has \( c \geq 1 \) sinks. Accordingly, its adjacency matrix \( S_P \) is of the form
\[ S_P = \begin{bmatrix}
(S_P)_{11} & 0_{(q-c) \times (c)} \\
(S_P)_{21} & (S_P)_{22}
\end{bmatrix}, \tag{19}
\]
where
\[ (S_P)_{11} = \begin{bmatrix}
(s_P)_{11} & \cdots & (s_P)_{1,q-c} \\
\vdots & \ddots & \vdots \\
(s_P)_{q-c,1} & \cdots & (s_P)_{q-c,q-c}
\end{bmatrix}, \]
\[ (S_P)_{21} = \begin{bmatrix}
(s_P)_{q-c+1,1} & \cdots & (s_P)_{q-c+1,q-c} \\
\vdots & \ddots & \vdots \\
(s_P)_{q,q} & \cdots & (s_P)_{q,q-c}
\end{bmatrix}. \]
and

\[
(S_P)_{22} = \begin{bmatrix}
(s_P)_{q-c+1,q-c+1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & (s_P)_{qq}
\end{bmatrix},
\]

where we assume, without loss of generality, that the vertices are numbered such that the sinks are labeled \( q-c+1, \ldots, q \). With this notation, let us now introduce the control design method \( \Gamma^\Theta \) defined by

\[
\Gamma^\Theta(A, B) = -\text{diag}(B_{11}^{-1}, \ldots, B_{q-c,q-c}^{-1})W_{q-c+1}(A, B), \ldots, W_q(A, B))A
\]

for all \((A, B) \in A(S_P) \times B(\epsilon)\), where

\[
W_i(A, B) = (I + B_{ii}^T X_{ii} B_{ii})^{-1} B_{ii}^T X_{ii}
\]

for all \( q-c+1 \leq i \leq q \) and \( X_{ii} \) is the unique positive definite solution of the discrete algebraic Riccati equation

\[
A_{ii}^T X_{ii} B_{ii} (I + B_{ii}^T X_{ii} B_{ii})^{-1} B_{ii}^T X_{ii} A_{ii} - A_{ii}^T X_{ii} A_{ii} + X_{ii} - I = 0.
\]

The control design method \( \Gamma^\Theta \) applies the deadbeat strategy to every subsystem that is not a sink and, for every sink, applies the same optimal control law as if the node were decoupled from the rest of the graph. We will show that when the plant graph contains sinks, \( \Gamma^\Theta \) has, in worst case, the same competitive ratio as the deadbeat strategy. Unlike the deadbeat strategy, it has the additional property of being undominated by communication-less methods for plants in \( P \) when the plant graph \( G_P \) has sinks.

**Lemma 3.16.** Let the plant graph \( G_P \) contain no isolated node, the design graph \( G_C \) be a totally disconnected graph with self-loops, and \( G_K \supseteq G_P \). Let \( \Gamma \) be a control design strategy in \( C \). Suppose that there exist \( i \) and \( j \neq i \) such that \((s_P)_{ij} \neq 0\) and that node \( i \) is not a sink. The competitive ratio of \( \Gamma \) is bounded only if

\[
A_{ij} + B_{ii} \Gamma_{ij}(A, B) = 0, \quad \text{for all } P = (A, B, x_0) \in P.
\]

**Proof:** See Appendix E. ■

**Remark 3.17.** Lemma 3.16 shows that a necessary condition for a bounded competitive ratio is to decouple the nodes that are not sinks from the rest of the network.

**Theorem 3.18.** Let the plant graph \( G_P \) contain no isolated node and at least one sink, and the control graph \( G_K \) be a complete graph. Then the competitive ratio of the communication-less design method \( \Gamma^\Theta \) introduced in (20) is

\[
r_P(\Gamma^\Theta) = \begin{cases} 
1, & \text{if } (S_P)_{11} = 0 \text{ and } (S_P)_{22} = 0, \\
1 + 1/\epsilon^2, & \text{otherwise.}
\end{cases}
\]
Proof: Based on Theorem 3.14, we know that, for every plant $P = (A, B, x_0) \in \mathcal{P}$

$$J_{(A, B, x_0)}(K^*(A, B)) \geq \frac{\epsilon}{1 + \epsilon} x_0^T A^T B^{-T} B^{-1} A x_0,$$  \hspace{1cm} (23)

In addition, proceeding as in the proof of the "only if" part of the Theorem 3.13, we know that

$$J_{(A, B, x_0)}(\Gamma^\Delta(A, B)) \geq J_{(A, B, x_0)}(\Gamma^\Theta(A, B)).$$  \hspace{1cm} (24)

Plugging equation (21) into equation (23) results in

$$
\frac{J_{(A, B, x_0)}(\Gamma^\Theta(A, B))}{J_{(A, B, x_0)}(K^*(A, B))} \leq 1 + \frac{1}{\epsilon^2} \text{ for all } P = (A, B, x_0) \in \mathcal{P}.
$$

As a result, $r_{P}(\Gamma^\Theta) \leq 1 + 1/\epsilon^2$. To show that this upper-bound is tight, we now exhibit plants for which it is attained. We use a different construction depending on matrices $(S_P)_{11}$ and $(S_P)_{22}$. If $(S_P)_{11} \neq 0$, two situations can occur.

Case 1: $(S_P)_{11} \neq 0$ and it is not diagonal. There exist $1 \leq i \neq j \leq q - c$ such that $(s_P)_{ij} \neq 0$. In this case, choose indices $i_1 \in I_i$ and $j_1 \in I_j$ and define $A = e_{i_1} e_{j_1}^T$ and $B = \epsilon I$. Then, for $x_0 = e_{i_1}$, we find that

$$
\frac{J_{(A, B, x_0)}(\Gamma^\Theta(A, B))}{J_{(A, B, x_0)}(K^*(A, B))} = \frac{1/\epsilon^2}{1/(1 + \epsilon^2)} = 1 + \frac{1}{\epsilon^2}
$$

because the control design $\Gamma^\Theta$ acts like the deadbeat control design method on this plant.

Case 2: $(S_P)_{11} \neq 0$ and it is diagonal. There exists $1 \leq i \leq q - c$ such that $(s_P)_{ii} \neq 0$. Pick an index $i_1 \in I_i$. In that case, consider $A(r) = re_{i_1} e_{i_1}^T$ and $B = \epsilon I$. For $x_0 = e_{i_1}$, the optimal cost is

$$J_{(A(r), B, x_0)}(K^*(A(r), B)) = \frac{\sqrt{r^4 + 2r^2\epsilon^2 - 2r^2 + \epsilon^4 + 2\epsilon^2 + 1 + r^2 - \epsilon^2 - 1}}{2\epsilon^2},$$

which results in

$$
\lim_{r \to 0} \frac{J_{(A, B, x_0)}(\Gamma^\Theta(A, B))}{J_{(A, B, x_0)}(K^*(A, B))} = 1 + \frac{1}{\epsilon^2}.
$$

Now suppose that $(S_P)_{11} = 0$. Again, two different situations can occur.

Case 3: $(S_P)_{11} = 0$ and $(S_P)_{22} \neq 0$. There exists $q - c + 1 \leq i \leq q$ such that $(s_P)_{ii} \neq 0$. From the assumption that the plant graph contains no isolated node, we know that there must exist $1 \leq j \leq q - c$ such that $(s_P)_{ij} \neq 0$. Accordingly, let us pick $i_1 \in I_i$ and $j_1 \in I_j$ and consider the 2-parameter family of matrices $A(r, s)$ in $A(S_P)$ with all entries equal to zero except $a_{ij_1i_1}$, which is equal to $r$, and $a_{i_1j_1}$, which is equal to $s$. Let $B = \epsilon I$. For any initial condition $x_0$, the corresponding closed-loop performance is

$$J_{(A(r, s), B, x_0)}(\Gamma^\Theta(A(r, s), B)) = \beta_{\Theta} x_0^T a(r, s)_0 a(r, s)^T x_0,$$

where we have let $a(r, s) = A(r, s)_{i_1}$ and $\beta_{\Theta}$ is

$$
\beta_{\Theta} = \frac{\sqrt{r^4 + 2r^2\epsilon^2 - 2r^2 + \epsilon^4 + 2\epsilon^2 + 1 + r^2 - \epsilon^2 - 1}}{2\epsilon^2r^2}.
$$
Besides, the optimal closed-loop performance can be computed as 

\[ J_{(A(r,s),B,x_0)}(K^*(A(r,s), B)) = \beta_{K^*} x_0^T a(r,s) a(r,s)^T x_0, \]

where \( \beta_{K^*} \) is

\[ \beta_{K^*} = \frac{\epsilon^2 s^2 + r^2(1 + \epsilon^2) - (\epsilon^2 + 1)^2 + \sqrt{c_+ c_-}}{2\epsilon^2(\epsilon^2 + 1)(s^2 + r^2)}, \]

\[ c_\pm = (\epsilon^2 s^2 + (r^2 \pm 2r)(\epsilon^2 + 1) + (\epsilon^2 + 1)^2). \]

Then,

\[ r_p(\Gamma^\Theta) \geq \lim_{r \to \infty; \xi \to \infty} \frac{J_{(A(r,s),B,x_0)}(\Gamma^\Theta(A(r,s), B))}{J_{(A(r,s),B,x_0)}(K^*(A(r,s), B))} = 1 + \frac{1}{\epsilon^2}. \]

**Case 4:** \((S_P)_{11} = 0 \) and \((S_P)_{22} = 0 \). Then, every matrix \( A \in \mathcal{A}(S_P) \) has the form \( \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \) and, in particular, is nilpotent of degree 2; i.e., \( A^2 = 0 \). In this case, the Riccati equation yielding the optimal control gain \( K^*(A, B) \) can be readily solved, and we find that \( K^*(A, B) = -(I + B^T B)^{-1} B^T A \) for all \( (A, B) \).

As a result, \( K^*(A, B) = \Gamma^\Theta(A, B) \) for all plant \( P = (A, B, x_0) \in \mathcal{P} \) (since \( W_i(A, B) = (I + B_i^T B_i)^{-1} B_i^T \) for all \( q - c + 1 \leq i \leq q \)), which implies that the competitive ratio of \( \Gamma^\Theta \) against plants in \( \mathcal{P} \) is equal to one.

In Theorem 3.18 the control graph \( G_K \) is assumed to be a complete graph. We needed this assumption to calculate the cost of the optimal control design strategy \( K^*(P) \) when \((S_P)_{11} = 0 \) and \((S_P)_{22} \neq 0 \) which is not an easy task when the control graph \( G_K \) is incomplete. However, more can be said if \((S_P)_{11} \neq 0 \).

**Corollary 3.19.** Let the plant graph \( G_P \) contain no isolated node and at least one sink and \( G_K \supseteq G_P \). Then

\[ r_p(\Gamma^\Theta) = \begin{cases} 1, & \text{if } (S_P)_{11} = 0 \text{ and } (S_P)_{22} = 0, \\ 1 + 1/\epsilon^2, & \text{if } (S_P)_{11} \neq 0. \end{cases} \]

**Proof:** According to Theorem 3.18 for \((S_P)_{11} \neq 0 \), we get

\[ r_p(\Gamma^\Theta) = \sup_{P \in \mathcal{P}} \frac{J_{(A,B,x_0)}(\Gamma^\Theta(A, B))}{J_{(A,B,x_0)}(K^*(P))} \leq \sup_{P \in \mathcal{P}} \frac{J_{(A,B,x_0)}(\Gamma^\Theta(A, B))}{J_{(A,B,x_0)}(K^c(A, B))} = 1 + \frac{1}{\epsilon^2}. \]

**Case 1:** \((S_P)_{11} \neq 0 \) and it is not diagonal. For the special plant introduced in Case 1 in the proof of Theorem 3.18 we have \( J_{(A,B,e_{ij})}(K^c(A, B)) = J_{(A,B,e_{ij})}(K^*(A, B, e_{ij})) \) since \( A = e_{ij} e_{ji}^T \) is a nilpotent matrix. The rest of the proof is similar to Case 1 in the proof of Theorem 3.18.

**Case 2:** \((S_P)_{11} \neq 0 \) and it is diagonal. Note that, for the special plant introduced Case 2 in the proof of Theorem 3.18 we have

\[ K^c(A, B) = -\frac{\sqrt{r^4 + 2r^2 \epsilon^2 - 2r^2 + \epsilon^4 + 2\epsilon^2 + 1 + r^2 - \epsilon^2 - 1}}{2\epsilon r^2} A. \]
which shows \( K^*_e(A, B) \in K(S_K) \) and similar to the proof of Theorem 3.18 we get \( J_{(A, B, c_i)}(K^*_e(A, B)) = J_{(A, B, c_i)}(K^*(A, B, c_i)) \). The rest of the proof is similar to Case 2 in the proof of Theorem 3.18.

**Case 3:** \((S_P)_{11} = 0 \) and \((S_P)_{22} = 0 \). Then, every \( A \in A(S_P) \) is nilpotent matrix which results in \( J_P(K^*(P)) = J_P(K^*_e(A, B)) \). The rest of the proof is similar to Case 4 in the proof of Theorem 3.18.

**Theorem 3.20.** Let the plant graph \( G_P \) contain no isolated node and at least one sink, the control graph \( G_K \) be a complete graph, and the design graph \( G_C \) be a totally disconnected graph with self-loops. Then the competitive ratio of any control design strategy \( \Gamma \in \mathcal{C} \) satisfies

\[
r_P(\Gamma) \geq 1 + 1/\epsilon^2,
\]

if either \((S_P)_{11} \) is not diagonal or \((S_P)_{22} \neq 0 \).

**Proof:** Case 1: \((S_P)_{11} \neq 0 \) and it is not diagonal. Then, there exist \( 1 \leq i, j \leq q - c \) and \( i \neq j \) such that \((s_P)_{ij} \neq 0 \). Choose indices \( i_1 \in \mathcal{I}_i \) and \( j_1 \in \mathcal{I}_j \) and consider the matrix \( A \) defined by \( A = e_{i_1}e_{j_1}^T \) and \( B = \epsilon I \). From Lemma 3.16 we know that a communication-less method \( \Gamma \) has a bounded competitive ratio only if \( \Gamma(A, B) = -B^{-1}A \) (because node \( i \) is a part of \((S_P)_{11} \) and it is not a sink). Therefore

\[
r_P(\Gamma) \geq \frac{J_{(A, B, c_{i_1})}(\Gamma(A, B))}{J_{(A, B, c_{i_1})}(K^*(A, B))} = 1 + \frac{1}{\epsilon^2}
\]

for any such method.

Case 2: \((S_P)_{22} \neq 0 \). There thus exists \( q - c + 1 \leq i \leq q \) such that \((s_P)_{ii} \neq 0 \). Note that, there exists \( 1 \leq j \leq q - c \) such that \((s_P)_{ij} \neq 0 \), since there is no isolated node in the plant graph. Choose indices \( i_1 \in \mathcal{I}_i \) and \( j_1 \in \mathcal{I}_j \). Consider \( A \) defined as \( A = re_{i_1}e_{j_1}^T + se_{i_1}e_{j_1}^T \) and \( B = \epsilon I \). As indicated in the proof of Theorem 3.18 control design strategy \( \Gamma^\Theta \) yields the globally optimal controller with limited model information for plants in this family. Hence, we know that \( r_P(\Gamma) \geq 1 + 1/\epsilon^2 \) for every communication-less strategy \( \Gamma \).

In Theorem 3.20 the control graph \( G_K \) is assumed to be a complete graph since we used the proof of Theorem 3.18 for the case that \((S_P)_{22} \neq 0 \).

**Corollary 3.21.** Let the plant graph \( G_P \) contain no isolated node and at least one sink, the control graph \( G_K \) be a complete graph, and the design graph \( G_C \) be a totally disconnected graph with self-loops. Then the competitive ratio of any control design strategy \( \Gamma \in \mathcal{C} \) satisfies

\[
r_P(\Gamma) \geq 1 + 1/\epsilon^2,
\]

if \((S_P)_{11} \) is not diagonal.

**Proof:** Considering that for the nilpotent matrix \( A = e_{i_1}e_{j_1}^T \), we get \( J_{(A, B, c_{i_1})}(K^*(A, B, c_{i_1})) = J_{(A, B, c_{i_1})}(K^*_e(A, B)) \), the rest of the proof is similar to Case 1 in the proof of Theorem 3.20.
Remark 3.22. Combining Theorems 3.18 and 3.20 implies that if either \((S_P)_{11}\) is not diagonal or \((S_P)_{22} \neq 0\), control design method \(\Gamma^\Theta\) exhibits the same competitive ratio as the deadbeat control strategy, which is the smallest ratio achievable by a communication-less control method. Therefore, it is a solution to problem (10). Furthermore, if \((S_P)_{11}\) and \((S_P)_{22}\) are both zero, then \(\Gamma^\Theta\) is equal to \(K^\ast\), which shows that \(\Gamma^\Theta\) is a solution to problem (10), in this case too.

Remark 3.23. The case where \((S_P)_{11}\) is diagonal and \((S_P)_{22} = 0\) is still open.

The next theorem shows that \(\Gamma^\Theta\) is a more desirable control design method than the deadbeat control design strategy when the plant graph \(G_P\) has sinks, since it is then undominated by communication-less design methods.

Theorem 3.24. Let the plant graph \(G_P\) contain no isolated node and at least one sink, the design graph \(G_C\) be a totally disconnected graph with self-loops, and \(G_K \supseteq G_P\). The control design method \(\Gamma^\Theta\) is undominated by any control design method \(\Gamma \in \mathcal{C}\).

Proof: See Appendix F. \(\blacksquare\)

Remark 3.25. Consider the limited model information design problem given by the plant graph \(G_P\) in Figure 1(a), the control graph \(G'_K\) in Figure 1(b'), and the design graph \(G'_C\) in Figure 1(c'). Theorems 3.18, 3.20, and 3.24 together show that, the control design strategy \(\Gamma^\Theta\) is the best control design strategy that one can propose based on the local model information and the plant graph, because the control design strategy \(\Gamma^\Theta\) is a minimizer of the competitive ratio and it is undominated.

Remark 3.26. For general weight matrices \(Q\) and \(R\) appearing in the performance cost, the competitive ratio of both the deadbeat control design strategy \(\Gamma^\Delta\) and the control design strategy \(\Gamma^\Theta\) is \(1 + \bar{\sigma}(R)/\sigma(Q)\epsilon^2\). In particular, the competitive ratio has a limit equal to one as \(\bar{\sigma}(R)/\sigma(Q)\) goes to zero. We thus recover the well-known observation (e.g., [32]) that, for discrete-time linear time-invariant systems, the optimal linear quadratic regulator approaches the deadbeat controller in the limit of “cheap control”.

4 Design Graph Influence on Achievable Performance

In the previous section, we have shown that communication-less control design methods (i.e., \(G_C\) is totally disconnected with self-loops) have intrinsic performance limitations, and we have characterized minimal elements for both the competitive ratio and domination metrics. A natural question is “given plant graph \(G_P\), which design graph \(G_C\) is necessary to ensure the existence of \(\Gamma \in \mathcal{C}\) with better competitive ratio than \(\Gamma^\Delta\) and \(\Gamma^\Theta\)?” We tackle this question in this section.

Theorem 4.1. Let the plant graph \(G_P\) and the design graph \(G_C\) be given and \(G_K \supseteq G_P\). If one of the following conditions is satisfied then \(r_P(\Gamma) \geq 1 + 1/\epsilon^2\) for all \(\Gamma \in \mathcal{C}\):
1. \(G_P\) contains the path \(k \rightarrow i \rightarrow j\) with distinct nodes \(i, j\), and \(k\) while \((j, i) \notin E_C\).

2. There exist \(i \neq j\) such that \(n_i \geq 2\) and \((i, j) \in E_P\) while \((j, i) \notin E_C\).

**Proof:** We prove the case when condition (1) holds. The proof for condition (2) is similar.

Let \(i, j, k\) be three distinct nodes such that \((s_P)_{ik} \neq 0\) and \((s_P)_{ji} \neq 0\) (i.e., the path \(k \rightarrow i \rightarrow j\) is contained in the plant graph \(G_P\)). Let us pick \(i_1 \in I_i, j_1 \in I_j\) and \(k_1 \in I_k\) and consider the 2-parameter family of matrices \(A(r, s)\) in \(A(S_P)\) with all entries equal to zero except \(a_{i_1k_1}\), which is equal to \(r\), and \(a_{j_1i_1}\), which is equal to \(s\). Let \(B = \epsilon I\) and let \(\Gamma \in C\) be a minimal model information with design graph \(G_C\). For \(x_0 = e_{k_1}\), we have

\[
J_{(A(r, s), B, e_{k_1})}(\Gamma(A(r, s), B)) \geq (r + \epsilon\gamma_{i_1k_1}(A, B))^2 \times [\gamma_{j_1i_1}^2 + (s + \epsilon\gamma_{j_1i_1}(A, B))^2]
\]

where \(\gamma_{i_1k_1}\) cannot be a function of \(s\) because \((j, i) \notin E_C\). Note that, irrespective of the choice of \(\gamma_{j_1i_1}(A, B)\), we have

\[
J_{(A(r, s), B, e_{k_1})}(\Gamma(A(r, s), B)) \geq \frac{(r + \epsilon\gamma_{i_1k_1}(A, B))^2s^2}{1 + \epsilon^2}.
\]

The cost of the deadbeat control design on this plant satisfies

\[
J_{(A(r, s), B, e_{k_1})}(\Gamma^\Delta(A(r, s), B)) = s^2/\epsilon^2,
\]

and thus

\[
r_P(\Gamma) = \sup_{P \in P} \frac{J_P(\Gamma(A, B))}{J_P(K^*(P))}
\]

\[
= \sup_{P \in P} \left[ \frac{J_P(\Gamma(A, B))}{J_P(K^*(A, B))} \right] \geq \frac{\epsilon^2}{1 + \epsilon^2} \lim_{s \to \infty} \frac{s^2}{(1 + \epsilon^2)^2}.
\]

This shows that \(r_P(\Gamma)\) is unbounded unless \(r + \epsilon\gamma_{i_1k_1}(A(r, s), B) = 0\) for all \(r, s\). Now consider the 1-parameter family of matrices \(\bar{A}(r)\) with all entries equal to zero except \(a_{i_1k_1}\), which is equal to \(r\). Because of \((j, i) \notin E_C\), we know that \(\Gamma_{\bar{A}(r)}(B) = \Gamma_{\bar{A}(r)}(A(r, s), B)\) for all \(z \in I_i\). Thus

\[
J_{(A(r), B, e_{k_1})}(\Gamma(\bar{A}(r), B)) \geq r^2/\epsilon^2.
\]

On the other hand, similar to the proof of Theorem 3.4, we can compute the optimal controller for systems in this 1-parameter family and find

\[
J_{(A(r), B, e_{k_1})}(K^*(\bar{A}(r), B, e_{k_1})) = J_{(A(r), B, e_{k_1})}(K^*_C(\bar{A}(r), B)) = r^2/(1 + \epsilon^2),
\]
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As a result, we get
\[ r_P(\Gamma) \geq \frac{r^2/\epsilon^2}{r^2/(1 + \epsilon^2)} = 1 + \frac{1}{\epsilon^2}, \]
which concludes the proof for this case.

**Remark 4.2.** Consider the limited model information design problem given by the plant graph \( G_P \) in Figure 1(a), the control graph \( G_K' \) in Figure 1(b), and the design graph \( G_C \) in Figure 1(c). Theorem 4.1 shows that, because the plant graph \( G_P \) contains the path \( 3 \to 2 \to 1 \) but the design graph \( G_C \) does not contain \( 1 \to 2 \), the competitive ratio of any control design strategy \( \Gamma \in C \) would be greater than or equal to \( 1 + 1/\epsilon^2 \).

**Corollary 4.3.** Let both the plant graph \( G_P \) and the control graph \( G_K \) be complete graphs. If the design graph \( G_C \) is not equal to \( G_P \), then \( r_P(\Gamma) \geq 1 + 1/\epsilon^2 \) for all \( \Gamma \in C \).

**Proof:** The proof is a direct application of Theorem 4.1 with condition (1) fulfilled.

**Remark 4.4.** Corollary 4.3 shows that, when \( G_P \) is a complete graph, achieving a better competitive ratio than the deadbeat design strategy requires each subsystem to have full knowledge of the plant model when constructing each subcontroller.

## 5 Extensions to Under-Actuated Subsystems

In the previous sections, we gave an explicit solution to the problem in (10) under the assumption that all the subsystems are fully-actuated; i.e., all the matrices \( B \in B(\epsilon) \) are square invertible matrices. In this section, we briefly discuss an extension to more general (but still restricted) under-actuated systems.

Consider the limited model information control design problem given with the plant graph \( G_P \), the control graph \( G_K \), and the design graph \( G_C \) given in Figure 3. The state space representation of the system is given as
\[
\begin{bmatrix}
\dot{x}_1(k+1) \\
\dot{x}_2(k+1)
\end{bmatrix} =
\begin{bmatrix}
A_{11} & 0 \\
A_{21} & A_{22}
\end{bmatrix}
\begin{bmatrix}
x_1(k) \\
x_2(k)
\end{bmatrix} +
\begin{bmatrix}
u_1(k) \\
u_2(k)
\end{bmatrix},
\]
where
\[ A = \begin{bmatrix} A_{11} & 0 \\ A_{21} & A_{22} \end{bmatrix}, \quad B = \begin{bmatrix} B_{11} & 0 \\ 0 & B_{22} \end{bmatrix}, \]
with \( x_1(k) \in \mathbb{R}^{n_1}, x_2(k) \in \mathbb{R}^{n_2}, u_1(k) \in \mathbb{R}^{n_1}, \) and \( u_2(k) \in \mathbb{R}^{m_2} \) for some given integers \( n_1 \geq 1, n_2 > m_2 \geq 1 \). Thus, for the second subsystem the matrix \( B_{22} \in \mathbb{R}^{n_2 \times m_2} \) is a non-square matrix, and as a result the second subsystem is an under-actuated subsystem. Let us assume that the matrices \( A_{21}, A_{22}, B_{22} \) satisfy the “matching condition”; i.e., the pair \( (A_{22}, B_{22}) \) is controllable and \( \text{span}(A_{21}) \subseteq \text{span}(B_{22}) \).

Besides, assume that for all matrices \( B \), we have \( \sigma(B) \geq \epsilon \) for some \( \epsilon > 0 \). For this case, we have
\[ \Gamma^\Theta(A, B) = -\text{diag}(B_{11}^{-1}, W_2(A_{22}, B_{22}))A, \]
with
\[ W_2(A_{22}, B_{22}) = \begin{bmatrix} 1 & 0 \\ 0 & \sigma(B) \end{bmatrix}, \]
and
\[ \sigma(B) \geq \epsilon. \]
where $W_2(A_{22}, B_{22})$ is defined in (21). Note that we do not require the matrix $B_{22}$ to be square invertible. Under some additional conditions and following a similar approach as above, it can be shown that the control design strategy $\Gamma^\Theta$ becomes an undominated minimizer of the competitive ratio over the set of limited model information control design strategies. This result can be generalized to cases with higher number of subsystems as long as the sinks in the plant graph $G_P$ are the only under-actuated subsystems [34].

6 Conclusion

We presented a framework for the study of control design under limited model information, and investigated the connection between the quality of controllers produced by a design method and the amount of plant model information available to it. We showed that the best performance achievable by a limited model information control design method crucially depends on the structure of the plant graph and, thus, that giving the designer access to this graph, even without a detailed model of all plant subsystems, results in superior design, in the sense of domination. Possible future work will focus on extending the present framework to dynamic controllers and/or where disturbances are present.
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A Proof of Lemma 3.3

For any plant \( P = (A, B, x_0) \in \mathcal{P} \), the optimal controller \( K^*(P) \) exists (because the plant is controllable since \( B \) is invertible by assumption) and can be computed using the unique positive definite solution to the discrete algebraic Riccati equation

\[
X = A^T X A - A^T X B (I + B^T X B)^{-1} B^T X A + I. \tag{26}
\]

The corresponding cost is \( J_P(K^*(A, B)) = x_0^T (X - I) x_0 \). Inserting the product \( B B^{-1} \) before every matrix \( A \) and \( B^{-T}B^T \) after every matrix \( A^T \) in (26) results in

\[
X - I = A^T B^{-T} B T X B B^{-1} A - A^T B^{-T} B T X (I + B^T X B)^{-1} B^T X B B^{-1} A. \tag{27}
\]

Naming \( B^T X B \) as \( Y \) simplifies (27) into

\[
X - I = A^T B^{-T} [Y - Y(I + Y)^{-1} Y] B^{-1} A. \tag{28}
\]

Note that \( Y \) is a positive definite matrix because \( X \) is positive definite and \( B \) is full rank. Let us denote the right-hand side of (28) by \( A^T B^{-T} g(Y) B^{-1} A \). Then we can make the following two claims regarding the rational function \( g(\cdot) \).

Claim 1: The function \( y \mapsto g(y) = y/(1 + y) \) is a monotonically increasing over \( \mathbb{R}^+ \).

Claim 2: Let \( Y \in S_n^+ \) and \( D, T \) be diagonal and unitary matrices, respectively, such that \( Y = T T^D T^T \). Then \( g(Y) = T T^T \text{diag}(g(d_{ii})) T^T \), where \( d_{ii} \) are the diagonal elements of \( D \) (and the eigenvalues of \( Y \)).

Claim 1 is proved by computing the derivative of \( g \) over \( \mathbb{R}^+ \), while Claim 2 follows from the fact that all matrices involved in the computation of \( g(Y) \) can be diagonalized in the same basis. Using these two claims, we find that, for all \( Y \) with eigenvalues denoted by \( \lambda_1(Y), \ldots, \lambda_n(Y) \)

\[
X - I = A^T B^{-T} g(Y) B^{-1} A
= A^T B^{-T} T T^T \text{diag}(g(\lambda_i(Y))) T B^{-1} A
\geq (g(\lambda(Y))) A^T B^{-T} B^{-1} A,
\]

where \( \lambda(Y) \) is a positive number because matrix \( Y \) is a positive definite matrix. Now, according to [33],

\[
\lambda(X) \geq \lambda(A^T (I + B B^T)^{-1} A + I) \geq \frac{\sigma^2(A)}{1 + \sigma^2(B)} + 1. \tag{30}
\]

Using (30) in inequality \( \lambda(Y) \geq \frac{\sigma^2(B)}{\sigma^2(B) + \sigma^2(B)} + 1 \) gives

\[
\lambda(Y) \geq \frac{\sigma^2(B) \sigma^2(A)}{1 + \sigma^2(B)} + \sigma^2(B), \tag{31}
\]

and, because of the claim 1 and the inequality in (31), we will have

\[
g(\lambda(Y)) \geq \frac{\sigma^2(B) \sigma^2(A) + \sigma^2(B) + 1}{1 + \sigma^2(B) + \sigma^2(B) \sigma^2(A) + \sigma^2(B) + 1}
\geq \frac{\sigma^2(B)}{\sigma^2(B) + 1}. \tag{32}
\]
Combining \([29]\) and \([32]\) results in
\[
X - I \geq \frac{\sigma^2(B)}{\sigma^2(B) + 1} A^T B^{-T} B^{-1} A,
\]
and, therefore
\[
J_P(K^*(A, B)) = x_0^T (X - I)x_0
\geq \left(\frac{\sigma^2(B)}{\sigma^2(B) + 1}\right) x_0^T (A^T B^{-T} B^{-1} A)x_0
= \left(\frac{\sigma^2(B)}{\sigma^2(B) + 1}\right) J_P(\Gamma(\Delta(A, B))).
\]

\section*{B Proof of Lemma 3.8}

Let \(\Gamma \in \mathcal{C}\) and assume that the implication does not hold, i.e., that there exists a matrix \(A\) and indices \(i, j\) with \(\ell_0 \in \mathcal{I}_i\) such that \(a_{ij} = 0\) for all \(\ell \in \mathcal{I}_i\) but \(\gamma_{\ell_0 j}(A, B) \neq 0\). Consider matrix \(\tilde{A}\) such that \(A_\ell = \tilde{A}_\ell\) for all \(\ell \in \mathcal{I}_i\) and \(A_z = 0\) for all \(z \notin \mathcal{I}_i\). Based on the definition of limited-model-information control design methods, we know that \(\Gamma(\tilde{A}, B) = \Gamma(0, B)\) for all \(\ell \in \mathcal{I}_i\) and \(\Gamma(\tilde{A}, B) = 0\) for all \(z \notin \mathcal{I}_i\) (because \(\Gamma(\tilde{A}, B) = \Gamma(0, B)\) for all \(z \notin \mathcal{I}_i\) and, as shown in \([27]\), it is necessary that \(\Gamma(0, B) = 0\) for a finite competitive ratio).

For \(x = e_j\), we have
\[
J_{(A, B, e_j)}(\Gamma(\tilde{A}, B)) = \sum_{\ell \in \mathcal{I}_i} \gamma_{\ell j}(\tilde{A}, B)^2 = \sum_{\ell \in \mathcal{I}_i} \gamma_{\ell j}(A, B)^2
\geq \gamma_{\ell_0 j}(A, B)^2 > 0.
\]

Using \([25]\), we get
\[
\rho_P(\Gamma) \geq \frac{J_{(A, B, e_j)}(\Gamma(\tilde{A}, B))}{J_{(A, B, e_j)}(\Gamma(\Delta(A, B)))} = \infty,
\]
so \(J_{(A, B, e_j)}(\Gamma(\Delta(A, B))) = 0\). This proves the claim by contrapositive.

\section*{C Proof of Lemma 3.9}

Clearly, it is enough to prove inequality \([16]\) for control design methods with a finite competitive ratio.

Let \(G_P\) have a loop and \(\Gamma \in \mathcal{C}\) have finite competitive ratio. Without loss of generality, let us assume that the nodes of graph \(G_P\) are numbered such that it admits the following loop of length \(\ell\): \(1 \to 2 \to \cdots \to \ell \to 1\). Let us choose indices \(i_1 \in \mathcal{I}_1, i_2 \in \mathcal{I}_2, \ldots, i_\ell \in \mathcal{I}_\ell\) and consider the one-parameter family of matrices \(\{A(\rho)\}\) defined by \(a_{i_1 i_1}(\rho) = r, a_{i_2 i_2}(\rho) = r, \ldots, a_{i_\ell i_\ell}(\rho) = r, a_{i_1 i_1}(\rho) = r, a_{i_2 i_2}(\rho) = r, \ldots\) and all other entries equal to zero, for all \(\rho\). Let \(B = eI\).

Because of Lemma 3.8, the controller gain entries \(\gamma_{ji, i_1}(A(\rho), B)\) for all \(j_2 \in \mathcal{I}_2, \gamma_{ji, i_1}(A(\rho), B)\) for all \(j_3 \in \mathcal{I}_3, \ldots, \gamma_{ji, i_1}(A(\rho), B)\) for all \(j_\ell \in \mathcal{I}_\ell, \gamma_{ji, i_1}(A(\rho), B)\) for all \(j_1 \in \mathcal{I}_1\) can be non-zero, but all other entries of the controller gain
\( \Gamma(A(r), B) \) are zero for all \( r \). As a result, the characteristic polynomial of matrix \( A(r) + B\Gamma(A(r), B) \) can be computed as:

\[
\lambda^n - \ell [\lambda^n - (-1)^n (r + \gamma_{i_1 j_1} (A(r), B))(r + \gamma_{i_2 j_2} (A(r), B)) \\
\times \cdots \times (r + \gamma_{i_n j_n} (A(r), B))(r + \gamma_{i_1 j_1} (A(r), B))].
\]

Now, note that because \( \Gamma \) has a bounded competitive ratio against \( \mathcal{P} \) by assumption, this polynomial should be stable for all \( r \). Indeed, \( \Gamma \) can have a finite competitive ratio only if \( A + B\Gamma(A,B) \) is stable for all matrices \( A \), otherwise it would yield an infinite cost for some plants while the corresponding optimal cost remains bounded since the pair \((A, B)\) is controllable for all plant in \( \mathcal{P} \). As a result, we must have

\[
|\langle r + \gamma_{i_1 j_1} (A(r), B) \rangle \cdots (r + \gamma_{i_n j_n} (A(r), B))| \\
= |r + \gamma_{i_1 j_1} (A(r), B)| \cdots |r + \gamma_{i_n j_n} (A(r), B)| < 1
\]

for all \( r \). Let \( \{r_z\}_{z=1}^{\infty} \) be a sequence of real numbers with the property that \( r_z \) goes to infinity as \( z \) goes to infinity. From (33), we know that there exists an index \( m \) such that

\[
\forall N, \exists z > N \text{ such that } |r_z + \gamma_{i_m j_m} (A(r_z), B)| < 1,
\]

(34)

where “\( \oplus \)” designated addition modulo \( \ell \); i.e., \( i \oplus j = (i + j) - [(i + j)/\ell] \ell \) where \( \lfloor x \rfloor = \max\{y \in \mathbb{Z} | y \leq x \} \) for all \( x \in \mathbb{R} \). Indeed, if this is not the case, it is true that

\[
\forall m, \exists N_m \text{ such that } |r_z + \gamma_{i_m j_m} (A(r_z), B)| \geq 1, \\
\forall z > N_m.
\]

Then, for all \( z > \max_m N_m \) and all \( m \),

\[
|r_z + \gamma_{i_m j_m} (A(r_z), B)| \geq 1
\]

which contradicts (33). Without loss of generality (since this just amounts to renumbering the nodes in the plant graph), we assume that \( \overset{n\mathrm{\rightarrow}}{m} = 1 \). Using (34), we can then construct a subsequence \( \{r_{\phi(z)}\} \) of \( \{r_z\} \) with the property that

\[
|r_{\phi(z)} + \gamma_{i_{21}} (A(r_{\phi(z)}), B)| < 1 \text{ for all } z.
\]

Now introduce the sequence of matrices \( \{\tilde{A}(z)\}_{z=1}^{\infty} \) defined by \( \tilde{A}_{i_{21}}(z) = r_{\phi(z)} \) for all \( z \) and every other row equal to zero. For large enough \( z \) (and hence, large enough \( r_{\phi(z)} \)), we get

\[
J(A(z), B, e_{i_1}) (\Gamma (\tilde{A}(z), B)) \geq \gamma_{i_{21}} (\tilde{A}(z), B)^2 \\
= \gamma_{i_{21}} (A(r_{\phi(z)}), B)^2 \\
\geq (|r_{\phi(z)}| - 1)^2 / \epsilon^2,
\]

and thus

\[
\frac{J(\tilde{A}(z), B, e_{i_1}) (\Gamma (\tilde{A}(z), B))}{J(\tilde{A}(z), B, e_{i_1}) (K^* (A(z), B, e_{i_1}))} \geq (|r_{\phi(z)}| - 1)^2 / \epsilon^2 \\
r_{\phi(z)}^2 / (1 + \epsilon^2).
\]
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This, in particular, implies that
\[ r_p(\Gamma) \geq \lim_{z \to \infty} \frac{J_{(A(z), B, c_i)}(\Gamma(\hat{A}(z), B))}{J_{(A(z), B, c_i)}(K^*(A(z), B, e_i))} \geq 1 + 1/\epsilon^2. \]

Note that \( \hat{A}(z) \) is a nilpotent matrix for all \( z \), and thus
\[ J_{(A(z), B, c_i)}(K^*(\hat{A}(z), B, e_i)) = J_{(A(z), B, c_i)}(K^*_C(\hat{A}(z), B)) \]
similar to the proof of Theorem 3.14 and therefore
\[ J_{(A(z), B, c_i)}(K^*_C(\hat{A}(z), B)) = r^2_{\phi(z)}/(1 + \epsilon^2) \]
using the unique positive-definite solution of discrete algebraic Riccati equation in 13.

**D Proof of Lemma 3.12**

We prove that if there is no sink in the plant graph (i.e., according to [30], if \( \forall j \exists k, \ k \neq j \) such that \( (s_P)_{kj} \neq 0 \) then the deadbeat control design method is undominated. For proving this claim, we are going to prove that for any control design \( \Gamma \in \mathcal{C}\setminus\{\Gamma^\Delta\} \), there exits a plant \( P = (A, B, x_0) \in \mathcal{P} \) such that \( J_p(\Gamma(A, B)) > J_p(\Gamma^\Delta(A, B)) = x_0^T [A^T B^{-T} B^{-1} A] x_0 \). We will proceed in several steps, which require us to partition the set of limited model information control design methods \( \mathcal{C} \) as follows
\[ \mathcal{C} = \mathcal{C}^c \cup \mathcal{W}_1 \cup \mathcal{W}_2 \cup \{\Gamma^\Delta\}, \]
where
\[ \mathcal{C} := \{ \Gamma \in \mathcal{C} | \exists \Lambda_j : \mathbb{R}^{n_j \times n} \times \mathbb{R}^{n_j \times n_j} \rightarrow \mathbb{R}^{n_j \times n_j} , \]
\[ [\Gamma(A, B)]_j = \Lambda_j([A]_j, [B]_j)[A]_j, \text{ for all } j = 1, \cdots, q, \]
\[ \mathcal{W}_1 := \{ \Gamma \in \mathcal{C} | \exists j, i \neq j \text{ and } A_{ij} \in \mathbb{R}^{n_i \times n_j} \text{ nonzero s.t.} \]
\[ I + B_{ii} A_i([0 \cdots 0 A_{ij} 0 \cdots 0], B_{ii}) \neq 0 \}, \]
and
\[ \mathcal{W}_2 := \{ \Gamma \in \mathcal{C} \setminus \mathcal{W}_1 | \exists i \in \{1, \cdots, q\}, [A]_i \in \mathbb{R}^{n_i \times n}, \text{ with} \]
appropriate structure s.t. \( I + B_{ii} A_i([A]_i, B_{ii}) \neq 0 \} \).

First, we prove that the deadbeat control design method is undominated by control design strategies in \( \mathcal{C}^c \). Let \( \Gamma \in \mathcal{C}^c \) and let \( j \) be such that \( \exists j_1 \in I_j \) which \( \Gamma_{j_1}(A, B)^T \) cannot be written as a linear combination of vectors in the set \( \{A_{i}^T, \forall i \in I_j\} \) for some matrix \( \hat{A} \) and matrix \( B \). Let \( a_i^T = A_i \) for all \( i \in I_j \) and consider matrix \( A \) such that the row \( A_i = a_i^T \) for all \( i \in I_j \) and \( A_i = 0 \) for all \( i \in I_j^c \). If \( \Gamma(0, B) \neq 0 \), then \( \Gamma \) cannot dominate \( \Gamma^\Delta \) (since \( \Gamma^\Delta(0, B) = 0 \) for all \( x_0 \) and, thus, there is no loss of generality in assuming that \( \Gamma(0, B) = 0 \) for all \( x_0 \), and, in turn that \( \Gamma_j(A, B) = 0 \) for all \( i \in I_j^c \). Let us also denote \( \Gamma(A, B) \) by \( K \) and \( \Gamma_i(A, B) = \Gamma_i(A, B) \) by \( K_i^T \) for all \( i \in I_j \). For all \( x_0 \),
\[ J_{(A, B, x_0)}(\Gamma(A, B)) \geq x_0^T [K^T K + (A + BK)^T (A + BK)] x_0, \]
28
and
\[ J_{(A,B,x_0)}(\Gamma(A,B)) - J_{(A,B,x_0)}(\Gamma^\Delta(A,B)) \geq x_0^T [A^T(I - B^{-T}B^{-1})A + A^TBK + KT^TB^TA + KT(I + B^TB)K]x_0. \] (35)

We know that \( \text{null}(A) = \text{span}\{A_i^T, \forall i \in I_j\} \neq \{0\} \), because \( n_j < n \). On the other hand, we know that there exists an \( j_1 \in I_j \) such that \( K_{j_1} \notin \text{span}\{A_i^T, \forall i \in I_j\} \), which shows that
\[ \text{span}\{A_i^T, \forall i \in I_j\} \subset \text{span}\{A_i^T, \forall i \in I_j\} + \text{span}\{K_i^T, \forall i \in I_j\}. \]
Thus, we can choose an initial condition \( x_0 \in \text{null}(A) \) such that \( Kx_0 \neq 0 \). Using this \( x_0 \) in (35) results in
\[ J_{(A,B,x_0)}(\Gamma(A,B)) - J_{(A,B,x_0)}(\Gamma^\Delta(A,B)) \geq x_0^T[K^T(I + B^TB)K]x_0 > 0. \] (36)
Therefore, the control design strategies in \( \mathcal{L}^c \) cannot dominate the deadbeat control design strategy \( \Gamma^\Delta \).

Second, we prove that the deadbeat control design strategy is undominated by control design methods in \( \mathcal{W}_1 \). Let \( \Gamma \in \mathcal{W}_1 \) and let \( j \) be such that \( (I + B_iA_i([0 \cdots 0 A_i0 \cdots 0]) \neq 0 \) for some \( i \neq j \). It means that there exists at least \( i_1 \in I_i \) and \( j_1 \in I_j \) such that \( a_{i_1,j_1}, b_{i_1,j_1} \neq 0 \) and \( a_{i_1,j_1} + b_{i_1,j_1} \gamma_{i_1,j_1}(A, B) \neq 0 \). Using the structure matrix, we know that there exits a \( \ell \neq i \) such that \( (s_p)_{\ell i} \neq 0 \). Choose an index \( \ell_1 \in I_\ell \). Consider the matrix \( A \) defined by \( [A]_i = [A]_i, a_{\ell_1,i_1} = r \) and all other entries equal to zero. Then, \( \|\Gamma(A, B)\|_i = \Lambda_i([A]_i, [B]_i)[A]_i, \|\Gamma(A, B)\|_\ell = \Lambda_\ell([A]_\ell, [B]_\ell)[A]_\ell \) (because \( \Gamma \in \mathcal{L} \)), and \( \|\Gamma(A, B)\|_z = 0 \) for all \( z \neq i, \ell \). Denote \( \Gamma(A,B) \) by \( K \). We have
\[ J_{(A,B,e_{j_1})}(\Gamma(A,B)) \geq x_0^T[(A + BK)^T K^T K(A + BK)]x_0. \]

Using \( x_0 = e_{j_1} \), results in
\[ J_{(A,B,e_{j_1})}(\Gamma(A,B)) - J_{(A,B,e_{j_1})}(\Gamma^\Delta(A,B)) \geq [k_{j_1}^2 + (r + b_{j_1}k_{j_1}^2)](a_{i_1,j_1} + b_{i_1,j_1}k_{j_1})^2 - \sum_{z \in I_i} a_{z,j_1}^2 \cdot \frac{b_{z,\ell_1}^2}{b_{z,x}^2}. \] (37)

Note that, irrespective of the choice of the controller gain \( k_{\ell_1,i_1} \),
\[ k_{\ell_1,i_1}^2 + (r + b_{\ell_1,i_1}k_{j_1})^2 \geq r^2/(1 + b_{j_1}^2), \]
and as a result,
\[ \lim_{r \to +\infty} [k_{j_1}^2 + (r + b_{j_1}k_{j_1}^2)](a_{i_1,j_1} + b_{i_1,j_1}k_{j_1})^2 = \infty, \]
because \( a_{i_1,j_1} + b_{i_1,j_1}k_{j_1} \neq 0 \). Hence, we can always construct \( A \) with appropriate choice of index \( \ell \) and a scalar \( r \) large enough to make the right hand side of the expression (37) positive. As a result, \( \Gamma \in \mathcal{W}_1 \) cannot dominate \( \Gamma^\Delta \).

Third, we prove that the deadbeat control design strategy is undominated by control design methods in \( \mathcal{W}_2 \). Let \( \Gamma \in \mathcal{W}_2 \) and index \( i \) and vector \( [A]_i \) be
such that \( I + A_i([\bar{A}], B_{ij}) \neq 0 \). Thus we know that there exists at least \( i_1 \in I \) such that \( \bar{A}_{i_1} \neq 0 \) and \( \bar{A}_{i_1} + b_{i_1} \Gamma_i(A, B) \neq 0 \). Based on the structure matrix we know that there exists \( \ell \neq i \) such that \( (s_{\ell})_{i_1} \neq 0 \). Choose an index \( \ell_1 \in I \). Consider the matrix \( A \) defined by \([A]_i = [\bar{A}]_i\) and \( a_{\ell_1 i_1} = r \) and all other entries of \( A \) equal to zero. Then \([A]_i + B_{i_1} \Gamma(A, B) = (I + B_{i_1}A_i([\bar{A}], B_{ij})[A])\) and \([A]_j + B_{jj} \Gamma(A, B) = 0\) for all \( j \neq i \) (and, in particular, \( j = \ell \) since \( \Gamma \) does not belong to \( W_1 \)). Again, \( \Lambda \) will stand for \( \Gamma(A, B) \). We have

\[
K^T K + (A + BK)^T K(A + BK) - A^T B^{-T} B^{-1} A
\]

\[
\geq (A_{i_1} + b_{i_1} \Gamma_i(A, B))^T (A_{i_1} + b_{i_1} \Gamma_i(A, B)) r^2 / b_{i_1 i_1}^2 - \sum_{z \in I_i} A_z^T A_z / b_{z z}^2,
\]

and hence, since \( A_{i_1} + b_{i_1} \Gamma_i(A, B) \neq 0 \), we can choose \( r \) large enough to ensure that this matrix has a strictly positive eigenvalue. Thus, the control design strategy \( \Gamma \in W_2 \) cannot dominate \( \Gamma^\Delta \).

**E Proof of Lemma 3.16**

The proof is by contrapositive. Let \( \Gamma \) be communication-less and assume that there exist matrices \( A \) and \( B \) and indices \( i_1 \in I_i \) and \( j_1 \in I_j \) such that \( a_{i_1 j_1} + b_{i_1} \gamma_{i_1 j_1}(A, B) \neq 0 \). Choose an index \( k_1 \in I_k \). Consider the one-parameter family of matrices \( \bar{A}(r) \) defined by \([\bar{A}(r)]_i = [A]_i\), \( \bar{a}_{k_1 i_1} = r \), and all other entries of \( \bar{A}(r) \) being equal to zero for all \( r \). We know that \([\Gamma(\bar{A}(r), B)]_i = [\Gamma(A, B)]_i\) and \( \Gamma_k(\bar{A}(r), B) = \gamma_{k_1 i_1}(r) e_{i_1}^T \) for all \( k \in I_k \) (because of Lemma 3.8). \([\Gamma(\bar{A}(r), B)]_i = 0\) for all \( z \neq i, k \). For \( x_0 = e_{j_1} \), we have

\[
J(\bar{A}(r), B, e_{j_1})(\Gamma(\bar{A}(r), B)) \geq (a_{i_1 j_1} + b_{i_1} \gamma_{i_1 j_1}(A, B))^2 \times [\gamma_{k_1 i_1}(r)^2 + (r + b_{k_1} \gamma_{k_1 i_1}(r))^2].
\]

The minimum value of function \( y \mapsto [y^2 + (r + b_{k_1} y)^2] \) is \( r^2 / (1 + b_{k_1}^2) \). Hence, irrespective of function \( \gamma_{k_1 i_1} \),

\[
J(\bar{A}(r), B, e_{j_1})(\Gamma(\bar{A}(r), B)) \geq (a_{i_1 j_1} + b_{i_1} \gamma_{i_1 j_1}(A, B))^2 \times r^2 / (1 + b_{k_1}^2).
\]

Note that the term \((a_{i_1 j_1} + b_{i_1} \gamma_{i_1 j_1}(A, B))^2\) is independent from \( r \) because \( \Gamma \) is communication-less. In addition,

\[
J(\bar{A}(r), B, e_{j_1})(\Gamma^\Delta(\bar{A}(r), B)) = \sum_{z \in I_i} a_{z j_1}^2 / b_{z z}^2
\]

for all \( r \) and, thus, \( J(\bar{A}(r), B, e_{j_1})(\Gamma^\Delta(\bar{A}(r), B)) \) is also independent from \( r \). Then, proceeding as in (25), we deduce that

\[
r_p(\Gamma) \geq \lim_{r \to \infty} \frac{(a_{i_1 j_1} + b_{i_1} \gamma_{i_1 j_1}(A, B))^2}{(1 + b_{k_1}^2)} J(\bar{A}(r), B, e_{j_1})(\Gamma^\Delta(\bar{A}(r), B)) \lim_{r \to \infty} r^2.
\]

Since \((a_{i_1 j_1} + b_{i_1} \gamma_{i_1 j_1}(A, B)) \neq 0\) by assumption, we then deduce that \( \Gamma \) has an unbounded competitive ratio, which proves the lemma by contrapositive.
We prove that for any control design method $\Gamma \in \mathcal{C}\setminus \{\Gamma^0\}$, there exists a plant $P = (A, B, x_0) \in \mathcal{P}$ such that $J_P(\Gamma(A, B)) > J_P(\Gamma^0(A, B))$. Like in the proof of Theorem 3.6, we partition the set of limited model information control design methods $\mathcal{C}$ as follows

$$\mathcal{C} = \mathcal{L}^c \cup \mathcal{W}_0 \cup \mathcal{W}_1 \cup \mathcal{W}_2 \cup \{\Gamma^0\},$$

where

$$\mathcal{L} := \{\Gamma \in \mathcal{C} | \exists \Lambda_i : \mathbb{R}^{n_i \times n} \times \mathbb{R}^{n_i \times n} \to \mathbb{R}^{n_i \times n_i}, [\Gamma(A, B)]_i = \Lambda_i([A]_i, B_{ii})[A]_i, \text{ for all } i = 1, \ldots, q\},$$

$$\mathcal{W}_0 := \{\Gamma \in \mathcal{L}, \exists i \in \{q - c + 1, \ldots, q\} \text{ such that } \Lambda_i([A]_i, B_{ii}) \neq W_i([A]_i, B_{ii})\},$$

with $W_i$ defined as in equation (21).

$$\mathcal{W}_1 := \{\Gamma \in \mathcal{L} \setminus \mathcal{W}_0 | \exists i \in \{1, \ldots, q - c\}, \exists j \neq i \text{ and } A_{ij} \in \mathbb{R}^{n_i \times n_j} \text{ nonzero such that } I + B_{ii}\Lambda_i([0 \cdots 0 A_{ij} 0 \cdots 0], B_{ii}) \neq 0\},$$

and

$$\mathcal{W}_2 := \{\Gamma \in \mathcal{L} \setminus \mathcal{W}_0 \cup \mathcal{W}_1 | \exists i \in \{1, \ldots, q - c\}, [A]_i \in \mathbb{R}^{n_i \times n_i}, \text{ with appropriate structure such that } I + B_{ii}\Lambda_i([A]_i, B_{ii}) \neq 0\}.$$

First, we prove that $\Gamma^0$ is undominated by control design methods in $\mathcal{L}^c$. Let $\Gamma \in \mathcal{L}^c$ and let $i$ be such that there exists a plant with matrix $A$ with the property that sub-controller $[\Gamma]_i([A]_i, B_{ii})^T$ does not belong to the linear subspace spanned by the columns of $[A]_i^T$. If $1 \leq i \leq q - c$ then, proceeding as in the proof of Theorem 3.13 we can find matrices $A$, $B$ and initial condition $x_0$ such that $J_P(\Gamma(P)) > J_P(\Gamma^0(P)) = J_P(\Gamma^0(\mathcal{P}))$ for $P = (A, B, x_0)$ (with the last equality following from the structure of matrix $A$). Hence, without loss of generality, we assume that $q - c + 1 \leq i \leq q$. Consider matrix $A$ defined as $[A]_i = [A]_i$ and $[A]_j = 0$ for all $j \neq i$. For this particular matrix $A$ and any $B, x_0$ we know from the proof of the “only if” part of the Theorem 3.13 that $\Gamma^0(A, B, x_0)$ is the globally optimal controller. Hence, every other control design method in $\mathcal{L}$ leads to a controller with greater performance criterion than $\Gamma^0$ for this particular type of plants. Therefore, the control design $\Gamma^0$ is undominated by control design methods in $\mathcal{L}^c$.

The same reasoning shows that $\Gamma^0$ is also undominated by control design methods in $\mathcal{W}_0$. We now prove that $\Gamma^0$ is undominated by control design strategies in $\mathcal{W}_1$. Let $\Gamma \in \mathcal{W}_1$ and let $1 \leq i \leq q - c$ be such that $I + B_{ii}\Lambda_i([A]_i, B_{ii}) \neq 0$ where $[A]_i = [0 \cdots 0 A_{ij} 0 \cdots 0]$ for some $j \neq i$. This means that there exists at least one $i_1 \in I_i$ and $j_1 \in I_j$ such that $\hat{a}_{i_1 j_1} \neq 0$ and $\hat{a}_{i_1 j_1} + b_{i_1 j_1} = \gamma_{i_1 j_1} (A, B) \neq 0$. Because subsystem $i$ is not a sink (since $1 \leq i \leq q - c$), we know that there exists a $z \neq i$ such that $(s_P)_{zi} \neq 0$. If $1 \leq z \leq q - c$ we can again proceed as in the...
Thus, without loss of generality, we assume that $-A, B$ other entries equal to zero. Then, $\Gamma(A, B)[z] = A_i([A_i, B_i])[A_i, \Gamma(A, B)]z = -b_{z_1z_2}/(1 + b^2_{z_1z_2})[A]z$ (because $\Gamma \notin W_0 \cup L^c$), and $\Gamma(A, B)[z] = 0$ for all $t \neq i, z$. Denoting $\Gamma(A, B)$ by $K$, we see that

$$J(A, B, x_0)(\Gamma(A, B)) = \sum_i \sum_j [A_i + b_{z_1z_2}k_{z_1z_2}]^2(a_{ij} + b_{ii}k_{ij})^2 = \sum_i \sum_j (K - b_{ii}k_{ij})^2.$$  

This expression is always non-negative, so we have that $K$ is a strictly positive matrix.

Note that, irrespective of the choice of the controller gain $k_{z_1z_2}$ and a scalar $r$ large enough to make the cost difference positive. As a result, $\Gamma$ cannot dominate $\Gamma^\Theta$.

Finally, we prove that $\Gamma^\Theta$ is dominated by control design methods in $W_2$. Let $\Gamma \in W_2$ and index $1 \leq i \leq q - c$ and model sub-matrices $[A_i]$ and $B_i$ such that $I + \Lambda_i([A_i]) = 0$. Therefore, we know that there exists at least one index $i \in I_i$ such that $A_i \neq 0$ and $A_i + b_{ii}\Gamma_i(A, B) \neq 0$. Based on the fact that node $i$ is not a sink, we know that there exists $z \neq i$ such that $(s \Phi)_z \neq 0$. For the same reasons as before we again restrict ourselves, without loss of generality, to the case where $q - c + 1 \leq z \leq q$. Consider the matrix $A$ defined by $[A_i] = [\bar{A}_i]$ and $a_{ii} = r$ and all other entries of $A$ equal to zero. Then, $[A_i] + [\Gamma(A, B)] = (I + A_i([A_i, B_i])[A_i, \Gamma(A, B)]z = -b_{z_1z_2}/(1 + b^2_{z_1z_2})[A]z$ (because $\Gamma \notin W_0 \cup L^c$). Again, $K$ will stand for $\Gamma(A, B)$. Then, for all $B \in B(\varepsilon)$ and $x_0$

$$J(A, B, x_0)(\Gamma(A, B)) - J(A, B, x_0)(\Gamma^\Theta(A, B)) \geq x_0^T \left(A_i + b_{ii}\Gamma_i(A, B)\right)^2(A_i + b_{ii}\Gamma_i(A, B))x_0 \times$$

$$r^2b^2_{z_1z_2}/(1 + b^2_{z_1z_2})^2 - \sum i \in I_i x_0^T A_i x_0/b_{ii}^2,$$

and hence, since $A_i + b_{ii}\Gamma_i(A, B) \neq 0$, we can choose $r$ large enough to ensure that this difference is strictly positive for some $x_0 \in \mathbb{R}^n$ since the inner matrix will have a strictly positive eigenvalue for large values of $r$. Thus, the control design strategy $\Gamma \in W_2$ cannot dominate the control design $\Gamma^\Theta$.  
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