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SUMMARY

This paper focuses on service deployment optimization in cloud computing environments. In a cloud, an application is assumed to consist of multiple services. Each service in an application can be deployed as one or more service instances. Different service instances operate at different quality of service (QoS) levels depending on the amount of computing resources assigned to them. In order to satisfy given performance requirements, i.e., service level agreements (SLAs), each application is required to optimize its deployment configuration such as the number of service instances, the amount of computing resources to assign and the locations of service instances. Since this problem is NP-hard and often faces trade-offs among conflicting QoS objectives in SLAs, existing optimization methods often fail to solve it. E3-R is a multiobjective genetic algorithm that seeks a set of Pareto-optimal deployment configurations that satisfy SLAs and exhibit the trade-offs among conflicting QoS objectives. By leveraging queueing theory, E3-R estimates the performance of an application and aids defining SLAs in a probabilistic manner. Moreover, E3-R automatically reduces the number of QoS objectives and improves the quality of solutions further. Experimental studies demonstrate that E3-R efficiently obtains quality deployment configurations that satisfy given SLAs.
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1. Introduction

This paper envisions service oriented applications in cloud computing environments. A service oriented application consists of a set of services and a workflow. Each service encapsulates the function of...
an application component. Each workflow defines how services interact with each other. When an
application is uploaded to a cloud, the cloud deploys each service in the application as one or more
service instances. Each service instance runs on a process or a thread, and operates based on a particular
deployment plan; different service instances operate at different quality of service (QoS) levels. For
example, Amazon Elastic Compute Cloud (EC2) offers eight different deployment plans that allow
service instances to yield different QoS levels by providing different amounts of resources at different
prices. If an application is intended to serve different categories of users (e.g., users with for-fee and
free memberships), it is instantiated with multiple workflow instances, each of which is responsible for
offering a specific QoS level to a particular user category.

Service level agreements (SLAs) are defined upon a workflow as its end-to-end QoS requirements
such as throughput, latency, CPU utilization and costs (e.g., resource utilization fees). In order to satisfy
differentiated SLAs (a set of SLAs defined for different user categories), application developers (or
performance engineers) are required to optimize a deployment configuration of service instances for
each user category by considering which deployment plans and how many service instances to use for
each service. For example, a deployment configuration may be intended to improve the latency of a
heavily-accessed service by deploying its instance with an expensive deployment plan that allocates a
large amount of resources. Another deployment configuration may deploy two service instances with
two inexpensive deployment plans connected in parallel for improving the service’s throughput.

This decision-making problem, called SLA-aware service deployment optimization (SSDO)
problem, is a combinatorial optimization problem that searches the optimal combinations of service
instances and deployment plans. Cloud computing environments are in strong and urgent need of
solving SSDO problem as in traditional Internet data centers [1].

There exist five challenging research issues in SSDO problem. First it is known to be NP-hard [2],
and so can take a significant amount of time, labor and costs to find the optimal deployment
configurations from a huge search space (i.e., a huge number of possible combinations of service
instances and deployment plans).

The second issue is that SSDO problem requires a huge variety of QoS history data to evaluate
combinations of service instances and deployment plans (e.g., response time of a service instance
deployed on all types of deployment plans under various request arrival rates). Since there exist a large
number of deployment configurations in SSDO problem, it is not realistic (or nearly impossible) to
prepare all possible QoS history data before searching the optimal deployment configurations.

The third issue is that SSDO problem often faces trade-offs among conflicting QoS objectives in
SLAs. For example, in order to reduce its latency, a service instance may be deployed with an expensive
deployment plan; however, this is against another objective to reduce costs. Moreover, if the service’s
latency is excessively reduced for a user category, the other user categories may not be able to satisfy
their latency requirements. Therefore, it is important to exhibit the optimal trade-offs among QoS
objectives rather than finding a single optimal deployment configuration.

---

1www.amazon.com/ec2
2As of this writing, a deployment plan with a 1.0 GHz CPU and 1.7 GB memory costs $0.09 per hour. Another deployment plan with four 2.0 GHz CPU cores and 15.0 GB memory costs $0.7 per hour.
The fourth issue is that SSDO problem tends to have a large number of objectives to optimize simultaneously. This issue is a significant obstacle to solve optimization problems since it increases the size of search space and makes it hard to find optimal trade-offs among QoS objectives.

The fifth issue is that traditional SLAs often consider QoS requirements as their average (e.g., average latency). Since average-based SLAs fail to consider the variance of QoS measures at runtime, applications can yield large QoS fluctuations and occasionally violate SLAs although they may still satisfy the SLAs on an average basis.

This paper proposes and evaluates an optimization algorithm that addresses the aforementioned research issues in SSDO problem. The proposed algorithm, called E3-R, is a multiobjective genetic algorithm (GA) that seeks a set of Pareto-optimal deployment configurations that satisfy the SLAs and exhibits the trade-offs among conflicting QoS objectives. Given multiple Pareto-optimal configurations, application developers can better understand the trade-offs among QoS objectives and make a well-informed decision to choose the best deployment configuration for them according to their requirements and preferences. E3-R also leverages queueing theory to estimate the performance of various deployment configurations with a very limited amount of QoS history data and supports probabilistic SLAs rather than average-based SLAs. Moreover, when QoS objectives are redundant in given SLAs, E3-R automatically reduces them to expedite its optimization process. Experimental results demonstrate that E3-R efficiently obtains quality deployment configurations that satisfy given SLAs by heuristically examining very limited regions in the entire search space.

2. Related Work

This paper describes a set of extensions to the authors’ prior work [3]. A key extension is a new objective reduction method that addresses the issue of high dimensionality of optimization objectives. It was out of scope in the prior work. Also, this paper carries out a new set of experimental studies to evaluate E3-R.

In search-based software engineering (SBSE), SSDO problem is classified as a problem in the area of search-based testing of QoS, where heuristic search algorithms are studied to compose services and test SLAs in a QoS-aware manner [4]. A number of SBSE research efforts have investigated SSDO problem [2, 5–8]. Most of them use the Simple Additive Weighting (SAW) method to define fitness functions [9]; however, it is not easy to determine weight values in a fitness function because objectives often have different value ranges and priorities. As a result, it is known that SAW does not work well for non-trivial optimization problems [10–12]. Also, SAW is designed to seek a single optimal solution; it cannot reveal optimal trade-offs among conflicting QoS objectives.

Another major method used to solve SSDO problem is linear programming [13–18]. However, it is not suitable for SSDO problem because (1) it cannot reveal the trade-offs among QoS objectives, (2) it is not trivial to define the problem in a linear form, and (3) it is not scalable; its computation time grows exponentially along with the size of search space.

In order to solve large-scale SSDO problems, this paper leverages a multiobjective GA as a SBSE technique because, in general, GAs scale better than linear programming [2]. Several research efforts have investigated multiobjective GAs for SSDO problem [19–21]. However, most of them do not support the assumptions that the current cloud computing platforms make. For example, they do not consider binding multiple service instances to a service. No existing work considers differentiated
SLAs and supports service deployment configurations that model applications in cloud computing. E$^3$-R is the first attempt to investigate SSDO problem in the context of cloud computing.

Moreover, as discussed in Section 1, E$^3$-R performs automatic objective reduction in its optimization process. Objective reduction is an emerging technique in the area of multiobjective GAs; a limited number of objective reduction methods have been studied [22–24]. They use covariance to determine the redundancy between objectives. However, covariance examines only linear dependence between objectives, and the objectives in practical problems such as SSDO problem have non-linear dependence. In contrast to these existing work, E$^3$-R employs symmetrical uncertainty, which can examine non-linear dependence between objectives. (See Section 5 for more details.) Also, E$^3$-R is the first algorithm that can dynamically reduce and increase the number of objectives at runtime. No existing work has studied objective reduction methods for SSDO problem.

Existing research efforts in SSDO problem assume all QoS history data is available; however, this assumption is not realistic. Thus, E$^3$-R employs queueing theory to estimate the performance of various deployment configurations with a very limited number QoS history data. E$^3$-R is similar to [25] in that both obtains the probability distribution of QoS measures with the Monte Carlo method. However, E$^3$-R focuses on optimizing deployment configurations of service oriented applications based on estimated performance, while [25] focuses on performance estimation of applications. Through queueing theoretic performance estimation and QoS aggregation with the Monte Carlo method, E$^3$-R aims to define and use probabilistic SLAs. This is the first attempt to support probabilistic SLAs in SSDO problem.

E$^3$-R is similar to [26] in that both study GAs for SLA-aware service deployment of service oriented applications. However, the two works target different goals. [26] seeks deployment configurations that violate given SLAs. In contrast, E$^3$-R seeks the optimal deployment configurations that satisfy given SLAs. [27] uses a GA to generate workflows that fulfill the required functional requirements. E$^3$-R assumes that workflows are given and any given workflows fulfill required functional requirements.

3. Service Deployment and QoS Models in E$^3$-R

In E$^3$-R a workflow consists of a set of services. An example workflow in Figure 1 consists of four services. It has a branch after Service 1 and executes Service 2 and Service 3 in parallel. (E$^3$-R assumes that branching probabilities are known from history data.) In order to process requests, each service is instantiated as a service instance(s) and deployed on a particular deployment plan(s). A set of service instances and deployment plans is collectively called a deployment configuration. In Figure 2, Service 1 is instantiated as three service instances and deployed on two instances of Deployment Plan 1 and one of Deployment Plan 3. E$^3$-R assumes that a deployment plan can operate at most one instance for each service since multiple service instances do not contribute to the performance improvement. For example, in terms of the performance, running two instances (processes) of web servers on a single physical machine is equivalent to running one instance on a single machine. On the other hand, a deployment plan can have instances of different services at a time. (Deployment Plan 2 in Figure 2 has two service instances.) Each deployment configuration can have arbitrary number of deployment plans and service instances to improve the service’s throughput and latency.

Figure 3 illustrates how an application processes requests from users. When a user sends a request to an application, the application invokes a series of service instances in its deployment configuration.
according to its workflow and sends back a response to the user. In this example, once receiving a request from a user an application calls one of Service 1’s instances, waits for a response from the service instance, calls Service 2 and Service 3’s instances in parallel, waits for responses from them, then calls a Service 4’s instance. A deployment configuration is assumed to have one access point equipped with a load balancer (Figure 2). Currently E³-R supports two load balancing algorithms, i.e., round robin and CPU load balancing algorithm, to model applications, however E³-R is designed to be extensible so that it can support other algorithms if load balancers in applications use other algorithms. When a deployment configuration uses a round robin load balancer, requests for a certain service are dispatched to corresponding service instances with equal probability. For example, in Figure 2, when a deployment configuration receives 1,500 requests for Service 1 every second, each instance of Service 1 receives 500 requests every second since three instances are deployed in a deployment configuration. A CPU load balancing algorithm dispatches requests to balance deployment plans’ CPU usage.

Currently, SLAs are defined with the end-to-end throughput, latency, max CPU usage and cost of an application. In order to judge whether an application satisfies given SLAs, it is required to examine its end-to-end QoS by aggregating QoS measures of individual services.
E³-R is designed to be practical and applicable to any cloud computing environments that differentiate resource provision, in turn QoS, for services; for example, Amazon EC2, FlexiScale∥, GoGrid∗∗ and Microsoft Azure††. Table I shows the mapping between the notions in E³-R and four different cloud computing platforms. As the table illustrates E³-R is generic enough to be applicable to various cloud computing platforms on the market.

Table I. Mapping the Notions in E³-R and Cloud Computing Platforms

<table>
<thead>
<tr>
<th>Platforms</th>
<th>Notions</th>
</tr>
</thead>
<tbody>
<tr>
<td>E³-R</td>
<td>A deployment plan</td>
</tr>
<tr>
<td>Amazon EC2</td>
<td>An EC2 instance</td>
</tr>
<tr>
<td>FlexiScale</td>
<td>A cloud server</td>
</tr>
<tr>
<td>GoGrid</td>
<td>A compute instance</td>
</tr>
<tr>
<td>Microsoft Azure</td>
<td>A compute instance</td>
</tr>
</tbody>
</table>

∥www.flexiscale.com
∗∗www.gogrid.com
††www.microsoft.com/windowsazure/
3.1. Throughput and Latency of Service Instances

Queueing theory is a well-established method for estimating performance of distributed systems and has been applied to a large number of research work [28, 29]. E3-R estimates each service instance’s throughput and latency by leveraging queueing theory, and it obtains the end-to-end throughput and latency by applying QoS aggregate functions.

Let \( \mu_a \) be mean unit service rate, which is the average number of requests processed per unit time by a service instance running on a unit CPU (e.g., 1 GHz CPU); \( \mu_u \) is the inverse of the mean request processing time. E3-R assumes that \( \mu_a \) of all services in a workflow are known. Based on \( \mu_a \), queueing theory can estimate throughput and the probability distribution of latency when a service instance runs on a deployment plan with various CPU configurations (e.g., one 2.5 GHz CPU core or four 1 GHz CPU cores) under various request arrival rate.

Assume only one service instance runs on a deployment plan with \( n \) CPU cores, each of them is \( p \) times faster than a unit CPU. E3-R models this service instance as a M/D/N queue. (Poisson arrival, deterministic service time and multiple service centers.) Equation 1 is an approximation of the probability that the latency (waiting time \( W \) in a queue) is greater than \( a \) [30].

\[
Pr(W \geq a) = \left(\frac{np_n}{n-\rho}\right) \exp(-2(n-\rho)a)
\]

where \( \rho = \frac{\lambda}{(p\mu_a)} \)

\[ p_n = p_0(\rho^n/n!) \]

\[ p_0 = \left[\sum_{k=0}^{n-1} \frac{\rho^k}{k!} + \frac{\rho^n}{(n-1)!(n-\rho)}\right]^{-1} \]

\( \lambda \) is the mean request arrival rate, which is the average number of requests to a service instance per unit time. Since \( \mu_a \) is known, \( Pr(W \geq a) \) can be calculated when \( \lambda \) is given. When \( \lambda > np\mu_a \), However, the usage of all \( n \) CPU cores exceeds 100 \%. Therefore, \( \lambda \) must be reduced to \( \lambda' \) so that \( \lambda' = np\mu_a \) holds. (e.g., by dropping \( \lambda - \lambda' \) requests per unit time.) Hence, \( \lambda \) is the throughput of a service instance when \( \lambda \leq np\mu_a \), while \( \lambda' \) (i.e., \( np\mu_a \)) is the throughput of a service instance when \( \lambda > np\mu_a \). \( \lambda' \) is also used instead of \( \lambda \) in Equation 1 to obtain the distribution of latency.

When multiple service instances run on one deployment plan, portions of the CPU power are assigned to each service instance based on their CPU usage. Assume instances of two services, \( a \) and \( b \), run on a deployment plan, \( \mu_{u_a} \) and \( \mu_{u_b} \) are their mean unit service rates, and \( \lambda_a \) and \( \lambda_b \) are their mean request arrival rates, respectively. For each CPU core, service \( a \) and \( b \) occupy \( \rho_a = \frac{\lambda_a}{np\mu_{u_a}} \) and \( \rho_b = \frac{\lambda_b}{np\mu_{u_b}} \) of CPU power. Therefore, for each CPU core, \( 1 - \rho_a \) and \( 1 - \rho_b \) are the available portion of CPU for service \( a \) and \( b \), respectively. Since each service cannot use 100 \% of CPU power, their service rate are reduced to \( p\mu_{u_a}/(1-\rho_a) \) and \( p\mu_{u_b}/(1-\rho_b) \). These reduced service rates are applied to Equation 1 when calculating the service instances’ latency. When \( \rho_a + \rho_b > 1 \), i.e., CPU usage exceeds 100 \%, service rates are reduced so that \( \rho_a + \rho_b = 1 \) holds.

Figure 4 illustrates an example. Instances of service \( a \) and \( b \) are deployed on a deployment plan with \( n = 1 \) and \( p = 1 \). \( \lambda_a \) is 3, \( \mu_{u_a} \) is 15, \( \lambda_b \) is 15 and \( \mu_{u_b} \) is 32. The CPU usage of \( a \) and \( b \) are 3/15 = 0.20 and 15/32 = 0.47, respectively. Since the CPU usage does not exceed the capacity (0.20 + 0.47 < 1), throughput of \( a \) and \( b \) are the same as \( \lambda_a \) and \( \lambda_b \). (All incoming requests are processed.) The portion
of the CPU power available for $a$ is $1 - 0.47 = 0.53$, therefore $a$’s mean service rate on this deployment plan is $0.53 \times 15 = 7.95$. The mean service rate of $b$ is 25.6 as well. Then, the distributions of their latency are calculated based on their throughput and Equation 1.

To illustrate the validity of the performance model Figure 5 to 7 compare latency (cumulative distribution) of a testbed system and theoretical estimates. The testbed is an HTTP server that has the same number of threads as it has CPU cores (e.g., two threads when running on a two core CPU) and request arrival times follow a Poisson process. In this experiment, what developers know is only the service rate of two services A and B on a 1.66 GHz CPU, i.e., 9.17 and 6.25 requests per second, respectively. Figure 5 compares latency of service A running on a CPU consisting of two 1.66 GHz cores under various request rates and theoretical estimates. (Dotted lines are measured latency and solid lines are theoretical estimates.) Figure 6 compares latency of service A running on a 2.2 GHz CPU and theoretical estimates. Figure 7 illustrates the case when service A and B are deployed on a deployment plan with a CPU consisting of two 2.2 GHz cores. Service A and B receive requests at 12 and 4 requests per second, respectively. As these results illustrate $M/D/N$ queues approximate the latency of services under any CPU configurations and request arrival rates accurately.
3.2. End-to-End QoS Aggregation

In order to examine whether a deployment configuration can satisfy an end-to-end throughput requirement defined in SLAs, E³-R first distributes the required throughput to each service instance by leveraging a load balancing algorithm specified in a model. For example, in Figure 2, when required throughput is 1,500 requests per second, a round robin algorithm distributes 500 requests to each instance of Service 1. Each instance of Service 2, 3 and 4 receives 750, 750 and 1,500 requests per second, respectively. Then, E³-R examines each deployment plan whether its CPU usage exceeds 100%. Based on the CPU usages, distributions of throughput and latency of each service instance are obtained. Throughput of a service is determined as the summation of its instances’ throughput (e.g., service A’s throughput is the summation of the throughput of all service A’s instances).

Then, the end-to-end throughput of a deployment plan is determined by applying QoS aggregate functions in Table II according to the structure of a workflow. For example, in Figure 1, the throughput of the part where Service 2 and Service 3 are connected in parallel is the minimum throughput of Service 2 or Service 3. Then, the minimum throughput among Service 1, the parallel part of Service 2 and 3, and Service 4 is selected as the end-to-end throughput.

In order to obtain the probability distribution of the end-to-end latency E³-R employs Monte Carlo method since a simple aggregation (e.g., summation of each service’s average latency) cannot reveal the probability distribution and lead to a too pessimistic estimation [25]. In order to obtain the end-to-end latency of each request E³-R simulates the process in a workflow by (1) selecting services to execute (a path in a workflow) according to branching probabilities (all services are executed if a workflow has no branches.), (2) for each service selecting one of instances according to their throughput (an instance with larger throughput has higher chance to be selected), (3) for each service instances taking a sample value of its latency according to the probability distribution of its latency, and (4) aggregating a set of sample latency by applying aggregate functions in Table II. By repeating this process many times, i.e., simulating many requests to an application, E³-R approximates the probability distribution of the end-to-end latency.
Table II. Aggregate Functions

<table>
<thead>
<tr>
<th>QoS Objectives</th>
<th>Service</th>
<th>Sequence</th>
<th>Branch</th>
<th>Parallel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Throughtput ((T))</td>
<td>Obtained by Queueing Theory</td>
<td>(\min_{s \in \text{services}} T_s)</td>
<td>(\sum_{b \in \text{branches}} T_b)</td>
<td>(\min_{\text{seq \in \text{sequences}}} T_{\text{seq}})</td>
</tr>
<tr>
<td>Latency ((L))</td>
<td>Obtained by Queueing Theory</td>
<td>(\sum_{s \in \text{services}} L_s)</td>
<td>N/A</td>
<td>(\max_{\text{seq \in \text{sequences}}} L_{\text{seq}})</td>
</tr>
<tr>
<td>CPU Usage ((U))</td>
<td>(\max_{p \in \text{deploymentplans}} U_p)</td>
<td>(\max_{s \in \text{services}} U_s)</td>
<td>(\max_{b \in \text{branches}} U_b)</td>
<td>(\max_{\text{seq \in \text{sequences}}} U_{\text{seq}})</td>
</tr>
<tr>
<td>Cost ((C))</td>
<td>(\sum_{p \in \text{deploymentplans}} C_p)</td>
<td>(\sum_{s \in \text{services}} C_s)</td>
<td>(\sum_{b \in \text{branches}} C_b)</td>
<td>(\sum_{\text{seq \in \text{sequences}}} C_{\text{seq}})</td>
</tr>
</tbody>
</table>

Since \(E^3\)-R obtains the probability distribution of the end-to-end latency, it allows developers to define SLAs in a probabilistic manner, e.g., using best-case, worst-case, 99 percentile, average and the most frequent latency as QoS objectives. It also allows for using multiple types of latency in SLAs, e.g., SLAs can define both average and worst-case latency as QoS objectives.

CPU usage is another QoS objective \(E^3\)-R supports. It is the maximum of CPU usage among all deployment plans in a deployment configuration. It represents the characteristics of a deployment configuration since a deployment plan with the maximum CPU usage is a bottleneck of a deployment configuration.

The cost of a deployment configuration is also a QoS objective \(E^3\)-R supports. It is defined as the summation of all deployment plans’ costs. Therefore, the more number and the more expensive deployment plans an application uses, the higher its cost becomes.

4. Multiobjective Optimization of Service Deployment with \(E^3\)-R

As a GA, \(E^3\)-R maintains a population of individuals, each of which represents a set of service deployment configurations for user categories and encodes it as genes. \(E^3\)-R evolves and optimizes individuals in generations by repeatedly applying genetic operators to them. \(E^3\)-R currently assumes three user categories: platinum, gold and silver users, however, \(E^3\)-R is designed to be able to consider any number of user categories.

Figure 8 shows an example individual. An individual consists of three sets of genes, each of which represents a deployment configuration for each user category. A deployment configuration consists of deployment plans and service instances. An example in Figure 8 assumes that four types of deployment plans are available and three services are defined in a workflow. A deployment plan is encoded as a set of four genes; the first gene indicates the type of a deployment plan (i.e., 0 to 3 represents the index of the type) and the second to fourth genes indicate whether an instance of a certain service is deployed...
on it. (i.e., 1 indicates that an instance is deployed.) Therefore, the first four genes in the example, i.e., 2011, represents a deployment plan of the third type that instances of the second and third services are deployed on. Since a deployment configuration can have an arbitrary number of deployment plans, the length of genes varies depending on the number of deployment plans.

4.1. Genetic Operators in $E^3$-R

Since the number of genes in an individual varies, crossover and mutation, i.e., two most important genetic operators, are designed to deal with the variable length of genes in $E^3$-R. The crossover operator in $E^3$-R performs one-point crossover on genes for each user category (Figure 9). A crossover point is randomly selected from points dividing deployment plans. For example, in Figure 8, a crossover point must be between $4i$-th and $4i+1$-th genes, e.g., 4th and 5th or 8th and 9th genes, since each deployment plan is encoded as a set of four genes.

A mutation operator in $E^3$-R is designed to change the value of genes and the length of genes in an individual. In order to provide an opportunity to add a new deployment plan to a deployment configuration, the mutation operator first adds an empty deployment plan, i.e., a deployment plan that no service instances on it, before mutating genes (Figure 10). (The type of a deployment plan is randomly selected.) Mutations occur on genes with the probability (i.e., mutation rate) of $1/n$ where

![Figure 8: An Example Individual and Optimization Objectives](image)

![Figure 9: Crossover Operator in $E^3$-R](image)
$n$ is the number of genes in an individual. When a mutation occurs on a gene specifying the type of a deployment plan, its value is randomly altered to a different type of deployment plan. When a mutation occurs on a gene indicating the existence of a service instance, its value is changed from zero to one or one to zero. (i.e., non-existent to existent or existent to non-existent.) Therefore, the mutation operator may turn a newly added empty deployment plan into a non-empty one and may turn existing non-empty deployment plans into empty ones. After performing mutations, the mutation operator examines each deployment plan and removes empty deployment plans from a deployment configuration. This way, the number of genes (the number of deployment plans) in an individual may change.

4.2. Optimization Process in E$^3$-R

Listing 1 shows the optimization process in E$^3$-R. $P^g$ denotes a population at the generation $g$. At each generation, two parents, $p_a$ and $p_b$, are selected with binary tournaments. They reproduce two offspring by performing the crossover operator. (The crossover rate, $P_{crossover}$, specifies the probability to perform a crossover.) Then, the offspring’s genes are mutated. (The mutation rate, $P_{mutation}$, specifies the probability to perform a mutation.) This reproduction process is repeated until the number of offspring ($|Q^g|$) reaches $u$. From a union of $P^g$ and $Q^g$ E$^3$-R selects the top $u$ individuals with respect to their fitness values. A fitness value indicates a quality (or goodness) of an individual; it is calculated with a fitness function in AssignFitnessToIndividuals(). E$^3$-R repeats this process for $g_{max}$ times.

Listing 1: Evolution Process in E$^3$-R

```
$g \leftarrow 0$ // initialized as zero
$P^0 \leftarrow$ A population of randomly generated $u$ individuals
repeat until $g == g_{max}$ {
    AssignFitnessValuesToIndividuals($P^g$)
    $Q^g \leftarrow \emptyset$
    repeat until $|Q^g| == u$ {
        // Parent selection via binary tournament
        $p_a, p_b \leftarrow$ Randomly selected two individuals from $P^g$
        $p_a \leftarrow$ Either $p_a$ or $p_b$ with a higher fitness value
```

Figure 10: Mutation Operator in E$^3$-R

---
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$p_a, p_b \leftarrow$ Randomly selected two individuals from $P^g$
$p_g \leftarrow$ Either $p_a$ or $p_b$ with higher fitness value

if $P_{crossover} >= RandomValue$ then
    $q_1, q_2 \leftarrow$ Crossover($p_a, p_b$) // Reproduction via crossover
else
    $q_1, q_2 \leftarrow p_a, p_b$

// Mutate offspring
$q_1 \leftarrow$ Mutation($q_1$) if $Pr_{mutation} >= RandomValue$
$q_2 \leftarrow$ Mutation($q_2$) if $Pr_{mutation} >= RandomValue$

Add $q_1$ to $Q^g$ if $Q^g$ does not contain $q_1$.
Add $q_2$ to $Q^g$ if $Q^g$ does not contain $q_2$.

AssignFitnessValuesToIndividuals($P^g \cup Q^g$)

$P^{g+1} \leftarrow$ Top $u$ of $P^g \cup Q^g$ in terms of their fitness values
$g \leftarrow g+1$

AssignFitnessValuesToIndividuals($P$){
    DominationRanking($P$)
    foreach $p$ in $P$ {
        if $p$ is feasible then
            // Fitness function for a feasible individual
            $f \leftarrow p$’s domination value $\times p$’s sparsity
        else
            // Fitness function for an infeasible individual
            $f \leftarrow \emptyset - p$’s SLA violation $/ p$’s domination value
        $p$’s fitness value $\leftarrow f$
    }
}

E$^3$-R is designed to seek individuals that satisfy given SLAs and exhibit wider trade-offs among QoS objectives. In order to fulfill the both requirements, E$^3$-R distinguishes feasible individuals, which satisfy SLAs, and infeasible individuals, which do not. E$^3$-R uses two different fitness functions for feasible and infeasible individuals. (See AssignFitnessToIndividuals().) The fitness function for feasible individuals is designed to encourage them to improve their QoS values in all objectives and maintain diversity in their QoS values. The fitness function for infeasible individuals is designed to encourage them to reduce SLA violations and turn into feasible individuals. Feasible individuals have positive fitness values while infeasible ones have negative fitness values. E$^3$-R considers higher-fitness individuals as higher quality. Therefore, feasible individuals always have higher chance of being selected as parents for reproduction compared to infeasible individuals.

4.3. Domination Ranking

In the design of fitness functions, E$^3$-R employs the notion of domination ranking [31]. An individual $i$ is said to dominate an individual $j$ if any of the following conditions hold.

1. Individual $i$ is feasible and $j$ is not.
2. Both $i$ and $j$ are feasible, and $i$ outperforms $j$ in terms of their QoS values.
3. Both $i$ and $j$ are infeasible, and $i$ outperforms $j$ in terms of their SLA violations.

In the second condition, an individual $i$ is said to outperform an individual $j$ if $i$'s QoS values are better than, or equal to, $j$'s in all QoS objectives, and $i$'s QoS values are better than $j$'s in at least one QoS objective. In the third condition, an individual $i$ is said to outperform an individual $j$ if $i$'s SLA violations are smaller than, or equal to, $j$'s in all violated QoS objectives in SLAs, and $i$'s SLA violations are smaller than $j$'s in at least one of violated QoS objectives. A SLA violation is measured as an absolute difference between an actual QoS measure and a required QoS level in SLAs.

Figure 11 shows an example of the second condition in domination ranking. It examines domination relations among six feasible individuals in terms of their QoS measures. In this example, individuals A, B and C are at the first rank, called non-dominated, since no individual dominates them. Individuals D and E are at the second rank since they are dominated by only top ranked individuals. Similarly, individual F is at the third rank.

4.4. Fitness Function for Feasible Individuals

For each feasible individual, $E^3$-R assigns a fitness value based on its domination value and sparsity. (See AssignFitnessToIndividuals() in Listing 1.) These metrics contribute to increase a fitness value. An individual’s domination value indicates the number of other individuals in the same or lower domination ranks than the individual in question. Therefore, non-dominated individuals have the highest domination values (Figure 11).

Sparsity represents the diversity of individuals; how individuals spread uniformly in the objective space. Maintaining the diversity of individuals is an important consideration in $E^3$-R to reveal wider variety of trade-offs in objectives. For each individual, $E^3$-R calculates the Euclidian distance to the

![Figure 11: An Example Domination Ranking](image-url)
closest neighbor individual in the objective space and determines the distance as its sparsity. (In this calculation, QoS values are normalized in case QoS objectives have different scales.)

4.5. Fitness Function for Infeasible Individuals

For each infeasible individual, E^3-R assigns a fitness value based on its total SLA violation and domination value. (See AssignFitnessToIndividuals() in Listing 1.) The total SLA violation is calculated as the summation of violations against QoS requirements in SLAs. (In this calculation, violation values are normalized in case QoS requirements have different scales.) The total SLA violation contributes to decrease a fitness value while a domination value contributes to increase it.

5. Objective Reduction in E^3-R

In multiobjective problems it is known that most individuals tend to become non-dominated when a problem has more than three objectives [32]. An individual must outperform another individual in terms of all objectives in order to dominate it (Section 4.3). As the number of objectives increases, it becomes difficult for individuals to dominate others and, in consequence, most individuals become non-dominated. Therefore, all individuals have the same or similar domination values and it weakens the pressure to evolve individuals. This issue is a major challenge to apply multiobjective GAs to problems with many objectives such as SSDO problem. (In experimental studies in Section 6, a problem has 13 objectives.) In order to address this issue, this paper proposes an objective reduction method that identifies redundant objectives and reduces, i.e., does not use, them when performing a domination ranking. This objective reduction makes it easy for individuals to dominate others. Therefore they are properly evolved.

5.1. The Design of Objective Reduction Algorithm

Redundant objectives are objectives that have a relationship such that improving one of objectives leads to the improvement of others. For example, systems with lower latency tend to have higher throughput and vice versa. Therefore, even if throughput is not optimized explicitly, it can be optimized implicitly by optimizing latency. This relationship is the opposite of a trade-off relationship such as the relationship between latency and cost in SSDO problem. This way, reducing (or ignoring) some of redundant objectives can effectively reduce the number of objectives without losing the pressure to optimize all objectives.

Although objective reduction is an effective technique, it is non-trivial to manually select a set of objectives to reduce since the redundancy of objectives are not always obvious and it requires deep knowledge of problems to select appropriate ones to reduce. Moreover, redundant objectives are usually not completely redundant. For example, throughput can be increased by connecting number of service instances in parallel, but it does not lower the latency. Therefore, if latency is completely ignored in an optimization process, it may not be optimized at all.

In order to address these difficulties, E^3-R calculates the redundancy of each objective every generation and automatically reduces ones identified as redundant. Also, even if objectives have been reduced, E^3-R could restore them, i.e., use them again, in a domination ranking if they become non-
redundant. This automatic objective reduction/restoration method eliminates the need for a manual objective reduction and lowers the risk to reduce non-redundant objectives.

Listing 2 shows the objective reduction method in $E^3$-R. The function reduction is invoked at the end of each generation (i.e., at the end of a loop in Listing 1). $P^{g+1}$ denotes a population at the generation $g+1$, which is produced at the end of the generation $g$. The function first calculates the redundancy of each objective. (The details of the calculation are discussed in Section 5.2.) If all individuals are feasible and more than $P_{non}$ percent of individuals are non-dominated in $P^{g+1}$, $E^3$-R attempts to reduce redundant objectives. For each objective $o$, $E^3$-R identifies it as a redundant objective if the summation of its redundancy ($\sum o$) is positive. Then, an objective is reduced if it has been identified as redundant for $G_{trigger}$ generations ($Pos_o \geq G_{trigger}$). Also, $E^3$-R examines whether any of reduced objectives are non-redundant anymore and attempts to restore them. $E^3$-R identifies an objective as a non-redundant one if the summation of its redundancy is negative. An objective is reduced if it has been identified as non-redundant for $G_{trigger}$ generations. Note that reduction does nothing for the first $G_{trigger}$ generations of an optimization process and for $G_{trigger}$ generations after reducing or restoring objectives since it is highly possible that an optimization is proceeding and the redundancy of objectives are not stable during the period.

**Listing 2:** Objective Reduction/Restoration in $E^3$-R

```
INPUT: Population $P^{g+1}$

// these variables are initialized at the beginning of each $E^3$-R run
$g_{skip} \leftarrow G_{trigger}$
for each $o \in$ all objectives {\$Sum_o, Pos_o, Neg_o \leftarrow 0$} // initialized as zero

reduction($P^{g+1}$){
  if $g_{skip} > 0$ then return
  $g_{skip} \leftarrow g_{skip} - 1$

  for each $<o, \text{redundancy}>$ in {$<o, \text{redundancy}>$} {
    $Sum_o \leftarrow Sum_o + \text{redundancy}$ // keep the sum of redundancy of each objective
    // count the number of times $o$ is identified as redundant or non-redundant
    if redundancy > 0 then $Pos_o \leftarrow Pos_o + 1$
    if redundancy < 0 then $Neg_o \leftarrow Neg_o + 1$
  }

  if all individuals in $P^{g+1}$ are feasible &&
  more than $P_{non}$% of individuals in $P^{g+1}$ are non-dominated {
    attemptToReduce({$<o, \text{redundancy}>$})
  }

  attemptToRestore({$<o, \text{redundancy}>$})
  if any objective are newly reduced or restored {
    $g_{skip} \leftarrow G_{trigger}$
    for each $o \in$ all objectives {\$Sum_o, Pos_o, Neg_o \leftarrow 0$}
  }

  attemptToReduce({$<o, \text{redundancy}>$})
```
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for each <o, redundancy> in {<o, redundancy>}
    if Sum_o > 0 && Pos_o >= G-trigger then reduce o
}

attemptToRestore(<o, redundancy>){
    for each <o, redundancy> in <o, redundancy> {
        if o is reduced && Sum_o < ∅ && Neg_o >= G-trigger then restore o
    }
}

5.2. Reduction Calculation

E³-R employs symmetrical uncertainty to measure the redundancy of each objective [33]. The symmetrical uncertainty of two random variables denotes the mutual dependence of the two variables. For example, if the symmetrical uncertainty of X and Y is one, they are completely dependent (or identical) and knowing X determines the value of Y and vice versa. At the other extreme, if the symmetrical uncertainty of X and Y is zero, then they are completely independent and knowing X does not give any information about the value of Y. In SSDO problem each QoS objective corresponds to a random variable that consists of individuals’ objective values. Given a set of individuals the mutual dependence of any two QoS objectives is measured as the symmetrical uncertainty.

The symmetrical uncertainty of X and Y, U(X,Y), is calculated as in Equation 2. p(x,y) is the joint probability distribution function of X and Y. p(x) and p(y) are the marginal probability distribution functions of X and Y, respectively.

\[ U(X,Y) = \frac{2I(X;Y)}{H(X) + H(Y)} \]  \hspace{1cm} (2)

where \( I(X;Y) = \sum_{y \in Y} \sum_{x \in X} p(x,y) \log \left( \frac{p(x,y)}{p(x)p(y)} \right) \)

\[ H(X) = \sum_{x \in X} p(x) \log p(x) \]

The symmetrical uncertainty alone cannot distinguish whether two variables are conflicting or redundant since it only measures the dependence of them. (The symmetrical uncertainty is close to one either when two variables are strongly conflicting or strongly redundant.) Therefore, E³-R calculates the covariance of two variables to examine whether they are conflicting (Equation 3). Covariance is a measure of how much two variables change together. If the covariance is positive, two variables are positively correlated. That is, when one of them is above its expected value, then the other variable tends to be above its expected value as well. If the covariance is negative, two variables are negatively correlated.

\[ Cov(X,Y) = E((X-E(X))(Y-E(Y))) \]  \hspace{1cm} (3)

Note that the positive covariance represents either a conflict or a redundancy depending on the nature of random variables. When two random variables correspond to two QoS objectives to minimize
(or maximize), the positive covariance denotes they are redundant while the negative covariance
denotes they are conflicting. For example, latency and cost are conflicting and both are objectives
to minimize. Since reducing latency usually increases cost, which means the covariance of them is
negative. On the other hand when two random variables correspond to QoS objectives to minimize
and maximize respectively, the positive covariance denotes they are conflicting while the negative
covariance denotes they are redundant. For example, throughput and cost are conflicting and they are
objectives to maximize and minimize respectively. Since increasing throughput usually increases cost,
which means the covariance of them is positive. This way, it is determined whether two QoS objectives
are conflicting or redundant.

Equation 4 shows how to calculate the redundancy. The redundancy of two QoS objectives is
determined as the symmetrical uncertainty of them. However, when two QoS objectives are conflicting,
E$^3$-R multiplies the symmetrical uncertainty by negative one to obtain the redundancy.

$$Redundancy(X, Y) = \begin{cases} 
U(X,Y), & \text{X and Y are redundant} \\
-U(X,Y), & \text{X and Y are conflicting} 
\end{cases} \quad (4)$$

After calculating redundancies of all pairs of QoS objectives, E$^3$-R sums them up for each QoS
objective (Listing 3). For example, if a SSDO problem has 10 QoS objectives, the redundancy of each
QoS objective is a summation of redundancy between an objective in question and other nine QoS
objectives.

**Listing 3: Redundancy Calculation in E$^3$-R**

```plaintext
1 INPUT: Population $P^{g+1}$
2 OUTPUT: Pairs of objective and its redundancy $R = \{<o, redundancy>\}$
3 $R \leftarrow \emptyset$
4 for each $o_1 \in$ all objectives {
5   for each $o_2 \in$ all objectives {
6     redundancy$_{o_1,o_2} \leftarrow U(o_1, o_2)$ based on individuals in $P^{g+1}$
7     covariance$_{o_1,o_2} \leftarrow$ Cov($o_1, o_2$) based on individuals in $P^{g+1}$
8     if both $o_1$ and $o_2$ are objectives to maximize or minimize {
9       if covariance$_{o_1,o_2} < 0$ then redundancy$_{o_1,o_2} \leftarrow -1 \times$ redundancy$_{o_1,o_2}$
10      }
11     if $o_1$ and $o_2$ are objectives to maximize and minimize {
12       if covariance$_{o_1,o_2} > 0$ then redundancy$_{o_1,o_2} \leftarrow -1 \times$ redundancy$_{o_1,o_2}$
13      }
14     $r_{o_1} \leftarrow r_{o_1} +$ redundancy$_{o_1,o_2}$
15   }
16 $R \leftarrow R \cup <o_1, r_{o_1}>$
17 }
```
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6. Experimental Studies

This section evaluates $E^3$-R through experimental studies. Sections 6.2 and 6.3 show the quality of solutions that $E^3$-R yields. Section 6.5 shows the efficiency of $E^3$-R. Moreover, Section 6.6 evaluates $E^3$-R’s versatility with different problem settings. Throughout experimental studies, $E^3$-R is compared to $E^3$-R without its objective reduction method (denoted in figures as $E^3$-R without reduction) and NSGA-II, which is one of the most well-known multi-objective GAs [34].

6.1. Experimental Setup and Search Space Analysis

Each experimental study simulates a workflow shown in Figure 1. When running on a deployment plan with one 1.0 GHz CPU, Service 1, 2, 3 and 4 process 28, 25, 23 and 20 requests per second, respectively. Table III are available deployment plans.

Table IV shows SLAs used in experimental studies. The SLAs define each user category’s throughput, 95 percentile latency, maximum CPU usage and cost. This experimental study assumes that 25 of platinum, 90 of gold and 750 of silver users access to an application simultaneously and each user in each category is allowed to send 2, 1 and 0.2 requests per second, respectively. Therefore, required throughput of platinum, gold and silver users is 50, 90 and 150 requests per second. Also, platinum and gold users have no cost (or budget) limits while silver users have. In addition, there is a limit on the total cost incurred by all of three user categories.

### Table III. Deployment Plans

<table>
<thead>
<tr>
<th>Name</th>
<th>CPU Core Speed (GHz)</th>
<th># of Cores</th>
<th>Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>1.0</td>
<td>4</td>
<td>50</td>
</tr>
<tr>
<td>Mid</td>
<td>1.2</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>Low</td>
<td>1.5</td>
<td>1</td>
<td>10</td>
</tr>
</tbody>
</table>

### Table IV. Service Level Agreements (SLAs)

<table>
<thead>
<tr>
<th>User Category</th>
<th>Throughput (req/sec)</th>
<th>95 %ile Latency (sec)</th>
<th>CPU Usage (%)</th>
<th>Cost ($)</th>
<th>Total Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platinum</td>
<td>50</td>
<td>0.5</td>
<td>50</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Gold</td>
<td>90</td>
<td>1.0</td>
<td>70</td>
<td>N/A</td>
<td>2,000</td>
</tr>
<tr>
<td>Silver</td>
<td>150</td>
<td>10.0</td>
<td>80</td>
<td>400</td>
<td></td>
</tr>
</tbody>
</table>
A deployment plan is represented as one of \( D \cdot (2^S - 1) \) combinations of genes where \( D \) is the number of deployment plan types and \( S \) is the number of services in a workflow. When a deployment configuration has \( M \) deployment plans, there are \( D \cdot (2^S - 1) \) combinations of genes. Therefore, SSDO problem has a search space of \( \sum_{i=1}^{N} (i \cdot D \cdot (2^S - 1) - 1) \) where \( N \) is the maximum number of deployment plans in a deployment configuration.

In this SSDO problem, \( D \) is three, \( S \) is four and \( N \) is 200 since the maximum total cost is $2,000 and the most inexpensive deployment plan costs $10. Therefore, the problem has approximately \( 3.7 \times 10^{49} \) deployment configurations. Since E$^3$-R is configured to run for 500 generations with 100 individuals, it examines 50,100 individuals at most, which is a very limited (only \( 2.2 \times 10^{-44} \))% regions in the entire search space.

In order to illustrate the difficulty of this SSDO problem, 5,000,000 individuals are randomly created and their sums of QoS violations are examined. Figure 12 shows the cumulative distribution of summation of QoS violations. For each objective, violations are normalized in case they have different scales. Since the problem has ten objectives, the maximum summation of violations is 10. All 5,000,000 individuals have positive violations; it means all of them are infeasible. As Figure 12 shows, it is hard to find individuals with less than 0.5 of QoS violations and, therefore, this SSDO problem is practically impossible to solve with a random search or a brute force search.

Table V shows the parameters of each algorithm.

### 6.2. Trade-off Analysis

The first experimental study reveals the maximum and minimum objective values that each algorithm yields. Results are obtained through 50 independent runs. Larger maximum and smaller minimum objective values offer wider variety of deployment configurations. It allows application developers...
Table V. Parameters of Algorithms

<table>
<thead>
<tr>
<th>Parameters</th>
<th>E³-R</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size ( (u) )</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Offspring population size</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Maximum generation ( (g_{max}) )</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>Parent selection operator</td>
<td>Binary tournament</td>
<td></td>
</tr>
<tr>
<td>Crossover operator</td>
<td>One described in Section 4.1</td>
<td></td>
</tr>
<tr>
<td>Crossover rate</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>Mutation operator</td>
<td>One described in Section 4.1</td>
<td></td>
</tr>
<tr>
<td>Mutation rate</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>( G_{\text{trigger}} )</td>
<td>5</td>
<td>N/A</td>
</tr>
<tr>
<td>( P_{\text{non}} )</td>
<td>0.8</td>
<td>N/A</td>
</tr>
</tbody>
</table>

understand the trade-offs among QoS objectives and make a well-informed decision to choose the best deployment configuration.

Figure 13(a) to 16 show the maximum and minimum objective values that feasible individuals yield for each user category. Table VI shows the mean objective values obtained at 500th generation with the standard deviations in parenthesis. Throughputs are not shown here since feasible solutions’ throughputs are exactly same as those in SLAs. (e.g., Throughput of platinum users is exactly 50 requests per second in all feasible solutions.)

Figure 13(a), 13(b) and 13(c) show the latency that feasible individuals yield for each user category. The initial individuals are randomly generated and all of them are infeasible at the beginning of each simulation run. It takes approximately 20 generations to find feasible individuals, which satisfy SLAs in all user categories. (By evaluating only 2,000 individuals GAs can find an individual better than any of 5,000,000 individuals evaluated in a random search.) After that, feasible individuals are evolved to reveal wider trade-offs, i.e., lower and higher latency. As illustrated E³-R reveals much wider trade-offs compared to E³ without reduction and NSGA-II. Since E³-R tends to reduce (or ignores) latency of gold or silver users from its optimization objectives, it yields smaller maximum latency (Table VI) and smaller trade-offs for gold and silver users. However, E³-R can optimize those objectives (i.e., yielding smaller minimum latency) compare to other algorithms.

Figure 14(a), 14(b) and 14(c) show the maximum of deployment plans’ CPU usage. As well as latency, E³-R reveals much wider trade-offs compared to NSGA-II. Also, E³-R yields larger maximum and smaller minimum objective values compare to E³ without reduction for most of user categories (Table VI).
Figure 15(a), 15(b) and 15(c) show the cost that feasible individuals incurred by each user category. Figure 16 shows the total cost. As in Table IV gold users’ SLA on throughput is more demanding than that of platinum users. Therefore, a deployment configuration for gold users tends to have many high-end deployment plans, and it results in higher cost. Similar to CPU usages, $E_3^R$ yields larger maximum and smaller minimum objective values compare to $E_3^R$ without reduction for most of user categories (Table VI).

Figure 17 shows the ratio of feasible and non-dominated individuals over generations. All individuals in NSGA-II and $E_3^R$ without reduction become non-dominated at 80th and 70th generation, respectively. It eliminates the pressure to evolve individuals. Compared to them, a few individuals in $E_3^R$ remain dominated and it keeps the pressure to evolve individuals. And it turns into better objective values.

6.3. Hypervolume Analysis

Section 6.2 shows trade-offs that each algorithm reveals. However, trade-offs do not show the quality of balanced solutions. For example, a solution with relatively small latency and relatively small cost is a well balanced one and it is often a practical solution to real-world problems rather than extreme solutions, which are optimized in only few objectives.

To show the quality of solutions including balanced and extreme solutions Table VII compares algorithms in v measure \[v(A, B) \in [1, 0]\] denotes the ratio of the volume of hyperspace where solution set A dominates but solution set B does not $(H_{A,B})$ to the minimum hyperspace containing solution set A and B $(H_{A \cup B})$. Larger $v(A, B)$ and smaller $v(B, A)$ mean that solution set A exclusively dominates larger hyperspace and outperforms solutions set B. $v(A, B)$ is calculated by Monte Carlo sampling and counting the fraction of samples that dominated exclusively by A. 50,000 samples are used as proposed in [35].
Table VII shows the mean and the standard deviation of \( v \) measures over 50 independent runs. Since standard deviations are relatively large in these results, it is not obvious whether the differences of mean values are statistically significant. Thus, this experimental study first uses the Welch’s t-test, which is an adaptation of Student’s t-test intended for use with two samples having possibly unequal variances, to test the null hypothesis that means of two data sets are equal. When comparing two data sets \( v(E^3-R, \text{NSGA-II}) \) and \( v(\text{NSGA-II}, E^3-R) \), the mean of their difference is 0.02279 and 95% confidence interval of their difference is from 0.02226451 to 0.02331549. The two-tailed \( P \) value of the two sets is less than 0.0000001, which means that the probability of observing the difference as
Table VI. Objective Values $E^3$-R, $E^3$-R without Objective Reduction and NSGA-II Yield

<table>
<thead>
<tr>
<th>Latency (sec)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Platinum</td>
<td>Max</td>
<td>0.1951 (8.064E-4)</td>
<td>0.1950 (6.609E-4)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.05550 (1.312E-3)</td>
<td>0.03666 (1.770E-3)</td>
</tr>
<tr>
<td>Gold</td>
<td>Max</td>
<td>0.3505 (5.687E-3)</td>
<td>0.3695 (4.294E-3)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.08442 (4.183E-3)</td>
<td>0.09221 (4.536E-3)</td>
</tr>
<tr>
<td>Silver</td>
<td>Max</td>
<td>0.5284 (0.02083)</td>
<td>0.5786 (0.02151)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.1666 (3.164E-3)</td>
<td>0.1675 (2.997E-3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CPU Usage (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Platinum</td>
<td>Max</td>
<td>0.4925 (7.836E-4)</td>
<td>0.4910 (1.091E-3)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.1206 (2.169E-3)</td>
<td>0.1288 (2.455E-3)</td>
</tr>
<tr>
<td>Gold</td>
<td>Max</td>
<td>0.0925 (7.824E-4)</td>
<td>0.0943 (5.157E-4)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.1967 (4.395E-3)</td>
<td>0.2191 (3.588E-3)</td>
</tr>
<tr>
<td>Silver</td>
<td>Max</td>
<td>0.7988 (2.274E-4)</td>
<td>0.7986 (2.723E-4)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.6615 (5.115E-3)</td>
<td>0.6662 (3.842E-3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cost ($)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Platinum</td>
<td>Max</td>
<td>1133 (9.294)</td>
<td>1134 (12.46)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>222.4 (4.479)</td>
<td>233.6 (3.786)</td>
</tr>
<tr>
<td>Gold</td>
<td>Max</td>
<td>1197 (12.26)</td>
<td>1169 (11.81)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>279.8 (5.150)</td>
<td>286.7 (5.019)</td>
</tr>
<tr>
<td>Silver</td>
<td>Max</td>
<td>400.0 (0.000)</td>
<td>400.0 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>352.7 (2.988)</td>
<td>355.1 (1.129)</td>
</tr>
<tr>
<td>Total</td>
<td>Max</td>
<td>1998 (0.6508)</td>
<td>1996 (0.9715)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>1014 (11.51)</td>
<td>1049 (9.055)</td>
</tr>
</tbody>
</table>
large as or larger than 0.02279 is less than 0.00001 % if the null hypothesis were true. Hence, it can be concluded that \( v(E_3^3-R, \text{NSGA-II}) \) and \( v(\text{NSGA-II}, E_3^3-R) \) are significantly different. Similarly, other two combinations, i.e., \( v(E_3^3-R \text{ without reduction}, \text{NSGA-II}) \) and \( v(\text{NSGA-II}, E_3^3-R \text{ without reduction}) \), and \( v(E_3^3-R, E_3^3-R \text{ without reduction}) \) and \( v(E_3^3-R \text{ without reduction, } E_3^3-R) \), are significantly different. Therefore, it is possible to compare the algorithms in their mean \( v \) measures.

As in Table VII \( E_3^3-R \) and \( E_3^3-R \text{ without reduction} \) largely outperforms NSGA-II. Moreover, \( E_3^3-R \) outperforms \( E_3^3-R \text{ without reduction} \). Therefore, \( E_3^3-R \) yields not only wider trade-offs discussed in Section 6.2 but also balanced solutions compared to \( E_3^3-R \).

### 6.4. Processing Time Analysis

Table VIII shows the processing time of each algorithm measured with a Sun Java SE 6.0 VM running on a Windows Vista PC with an Intel Core 2 Quad 2.8 Ghz CPU and 2 GB memory space. Each algorithm runs for 500 generations with 100 individuals. The results are means and standard deviations over 50 independent runs.

The processing time of \( E_3^3-R \) is 8.5 \% longer than that of \( E_3^3-R \text{ without reduction} \) since \( E_3^3-R \) calculates the redundancy of objectives every generation. However, even including the overhead of the redundancy calculation, the processing time of \( E_3^3-R \) is 9.7 \% shorter than that of NSGA-II. NSGA-II’s crowding distance calculation is a relatively heavy process compared to \( E_3^3-R \)’s sparsity calculation and it leads to the longer processing time.

#### Table VII. \( v(A, B) \) Measures of \( E_3^3-R, E_3^3-R \text{ w/o reduction} \) and NSGA-II

<table>
<thead>
<tr>
<th>A</th>
<th>( E_3^3-R )</th>
<th>( E_3^3-R \text{ w/o reduction} )</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_3^3-R )</td>
<td>-</td>
<td>0.01552 (0.012125)</td>
<td>0.02449 (0.01295)</td>
</tr>
<tr>
<td>( E_3^3-R \text{ w/o reduction} )</td>
<td>0.01083 (0.01008)</td>
<td>-</td>
<td>0.02363 (0.01455)</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>0.001700 (0.003338)</td>
<td>0.002115 (0.003730)</td>
<td>-</td>
</tr>
</tbody>
</table>

#### Table VIII. Processing Time of \( E_3^3-R, E_3^3-R \text{ without reduction} \) and NSGA-II

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Processing Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_3^3-R )</td>
<td>192.6 (4.577)</td>
</tr>
<tr>
<td>( E_3^3-R \text{ without reduction} )</td>
<td>177.3 (3.391)</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>213.4 (3.938)</td>
</tr>
</tbody>
</table>
According to Section 6.2, 6.3 and 6.4, it is concluded that the additional overhead introduced by the redundancy calculation is reasonably small and $E^3$-R yields higher quality of deployment configurations in a shorter time compared to NSGA-II.

6.5. Efficiency Analysis

SSDO problem is known to be NP-hard and a brute force search is the only method that guarantees finding true optimal solutions. However, in relatively small problems $E^3$-R can find true optimal solutions efficiently compared to a brute force search. Figure 18 shows results of another experimental study that investigates the efficiency of $E^3$-R. This experimental study sets up several SSDO problems of which search space is $679$ to $1.7 \times 10^5$ and obtains a set of the true optimal solutions for each problem through brute force searches. $E^3$-R also obtains the true optimal solutions for these SSDO problems.

Figure 18 shows the processing time of brute force searches and $E^3$-R that was measured with a Sun Java SE 6.0 VM running on a Windows Vista PC with an Intel Core 2 Quad 2.8 Ghz CPU and 2 GB memory space. Although the processing time of both algorithms grows linearly, the growth constant of $E^3$-R is smaller than that of brute force, i.e., $2.0e^{-4}$ and $2.0e^{-2}$. This is because that the average ratio of search space that $E^3$-R examines to find the true optimal solutions decreases as the search space increases. It results that $E^3$-R can find optimal solutions in a very short time even in problems with large search space. For example, in a problem with the search space of $10^5$, $E^3$-R takes only 19 seconds to find the true optimal solutions while a brute force search takes 38 minutes. This result shows that $E^3$-R efficiently finds optimal solutions.

6.6. Experimental Study in a Real World Example

In order to show its versatility $E^3$-R is also evaluated in an application modeled from a real world loan processing application. The application is one of the most representative service oriented applications
[36]. Different versions of the application are implemented on several middleware products such as BEA AquaLogic Service Bus‡‡.

The experimental study simulates a workflow shown in Figure 19. A loan validator service first receives a loan application, i.e., a message from a client, and examines whether it is complete. Then, a broker service routes the loan application according to a rule. When an application contains a request for a rate less than 5 %, a management approval is required and the application is routed to a manage loan review service. When an application contains a request of greater than $ 25 million, it is examined for sale to a secondary loan company. The applicant’s credit rating information is retrieved by a credit rating service and the application is forwarded to a loan sale processor service. Otherwise, an application is forwarded to a normal loan processor service. The service rate of each service on a deployment plan of one 1.0 GHz CPU is assigned according to the measurement results in [29]. The probability of routing messages is configured as 20 %, 30 % and 50 %, respectively.

Table IX shows SLAs. This experimental study uses the smaller number of user categories, i.e., VIP and regular, than the previous study to examine the efficiency of E3-R in a different setup.

Table X shows the mean objective values obtained at 500th generation with the standard deviations in parenthesis. Table XI compares algorithms in v measure. Since the application in this experimental study has small number of objectives, the difference between E3-R and E3-R without reduction is

---

**Figure 19: A Workflow of a Loan Processing Application**

<table>
<thead>
<tr>
<th>User Category</th>
<th>Throughput (req/sec)</th>
<th>95% Latency (sec)</th>
<th>SLAs</th>
<th>CPU Usage (%)</th>
<th>Cost ($)</th>
<th>Total Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIP</td>
<td>10</td>
<td>1.0</td>
<td>50</td>
<td>N/A</td>
<td>N/A</td>
<td>500</td>
</tr>
<tr>
<td>Regular</td>
<td>30</td>
<td>2.5</td>
<td>70</td>
<td>N/A</td>
<td>N/A</td>
<td>500</td>
</tr>
</tbody>
</table>

---

‡‡bea.com/alsb
smaller compared to the results yielded in the previous experimental study. However, $E^3$-R yields the best or comparable objective values compared with other algorithms (Table X) and outperforms other algorithms in terms of $v$ measure (Table XI). Therefore, it can be concluded that $E^3$-R is versatile enough to efficiently work in different problems.

7. Conclusion

This paper proposes and evaluates $E^3$-R, which is a multiobjective GA to solve SSDO problem for service oriented cloud applications. Since SSDO problem is NP-hard and often faces trade-offs among conflicting QoS objectives, existing optimization methods often fail to solve it. $E^3$-R seeks a set of

<table>
<thead>
<tr>
<th></th>
<th>$E^3$-R</th>
<th>$E^3$-R w/o reduction</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latency (sec)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VIP</td>
<td>Max</td>
<td>$0.79489$ ($1.0298E-2$)</td>
<td>$0.63888$ ($1.0606E-2$)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>$0.2278$ ($9.6648E-3$)</td>
<td>$0.21300$ ($9.0359E-3$)</td>
</tr>
<tr>
<td>Regular</td>
<td>Max</td>
<td>$1.0792$ ($2.7256E-2$)</td>
<td>$1.0968$ ($3.2295E-2$)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>$0.26966$ ($6.7983E-3$)</td>
<td>$0.28373$ ($7.1246E-3$)</td>
</tr>
<tr>
<td>CPU Usage (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VIP</td>
<td>Max</td>
<td>$0.49668$ ($3.6756E-4$)</td>
<td>$0.49671$ ($4.0397E-4$)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>$0.18385$ ($2.9254E-3$)</td>
<td>$0.18615$ ($2.7639E-3$)</td>
</tr>
<tr>
<td>Regular</td>
<td>Max</td>
<td>$0.69792$ ($3.0016E-4$)</td>
<td>$0.69812$ ($2.1135E-4$)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>$0.36911$ ($3.2829E-3$)</td>
<td>$0.37287$ ($3.4634E-3$)</td>
</tr>
<tr>
<td>Cost ($)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VIP</td>
<td>Max</td>
<td>$275.11$ ($2.3013$)</td>
<td>$282.22$ ($2.6460$)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>$82.222$ ($0.93097$)</td>
<td>$82.222$ ($0.93097$)</td>
</tr>
<tr>
<td>Regular</td>
<td>Max</td>
<td>$397.56$ ($2.0645$)</td>
<td>$397.56$ ($1.6450$)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>$187.56$ ($1.6073$)</td>
<td>$187.33$ ($1.6450$)</td>
</tr>
<tr>
<td>Total</td>
<td>Max</td>
<td>$500$ ($0.0$)</td>
<td>$500$ ($0.0$)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>$304$ ($2.2088$)</td>
<td>$302$ ($2.2088$)</td>
</tr>
</tbody>
</table>

Table XI. $v(A, B)$ Measures of $E^3$-R, $E^3$-R w/o reduction and NSGA-II

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>$E^3$-R</th>
<th>$E^3$-R w/o reduction</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^3$-R</td>
<td></td>
<td>-</td>
<td>$0.03013$ ($0.01329$)</td>
<td>$0.03531$ ($0.01473$)</td>
</tr>
<tr>
<td>$E^3$-R w/o reduction</td>
<td>$0.02576$ ($0.01698$)</td>
<td>-</td>
<td>$0.03600$ ($0.01904$)</td>
<td></td>
</tr>
<tr>
<td>NSGA-II</td>
<td>$0.02501$ ($0.01126$)</td>
<td>$0.02670$ ($0.01191$)</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>
optimal deployment configurations that satisfy the SLAs and exhibits the trade-offs among conflicting QoS objectives. Moreover, $E^3$-R automatically reduces the number of QoS objectives and improves the quality of solutions further. Experimental studies demonstrate that $E^3$-R efficiently obtains quality deployment configurations that satisfy given SLAs in a reasonably short time.

Several extensions are planned as future work. $E^3$-R is designed to be applicable to any cloud computing platforms that differentiate resource provision. However, through various empirical evaluations the authors observed that different cloud platforms exhibit different performance characteristics and queueing theory does not always capture them accurately. Therefore, further empirical evaluations are planned to improve the quality of the performance estimation method. Also, current $E^3$-R does not consider the quality and cost (fee) of network connections among service instances. When an application consists of several instances distributed over physically different datacenters, latency and data transmission cost among service instances affect the end-to-end QoS measures of the application. Therefore, $E^3$-R will be extended to capture the aspect of networks. This extension allows $E^3$-R to model applications in commercial cloud computing platforms more accurately and enhances the applicability of $E^3$-R to real-world problems.
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