Smoothing voter: a novel voting algorithm for handling multiple errors in fault-tolerant control systems
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Abstract

Voting algorithms are used to arbitrate between variant results in a wide range of highly dependable real-time control applications. These applications include N-Modular Redundant hardware systems and diversely designed software systems based on N-Version Programming. The most sophisticated and complex voting algorithms can even tolerate malicious (or Byzantine) variant errors. Voting algorithms can be implemented in either hardware or software depending on the characteristics of the application and the type of voter selected. The behaviour of voting algorithms in multiple error scenarios is considered in this article. Complete disagreement is defined as those cases where no two variant results are the same. A novel algorithm for real-time control applications, the smoothing voter, is introduced and its behaviour compared with three previously published voters. Software implemented error-injection tests, reported here, show that the smoothing voter achieves a compromise between the result selection capabilities of the median voter and the safety features of the majority voter. The smoothing voter is an appropriate voter for applications in which maximising the number of correct outputs and minimising the number of benign errors of the system is the main concern, and a slight degradation in safety can be tolerated.
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1. Introduction

Many applications can exhibit hazardous behaviour in the presence of faults. There is considerable economic, social and moral pressure to minimise the probability of dangerous system behaviour. Industrial sectors, which employ such systems, include process control (for example where toxic, flammable or explosive materials are used), transportation (such as railway, avionics and increasingly, automotive systems), nuclear power station and military applications. In these applications the goal is increasing system dependability \cite{11}, often in the presence of conflicting trade-offs. Fault masking is one of the primary approaches to improve or maintain the normal behaviour of a system in a faulty environment \cite{9}. N-modular redundancy and N-version programming \cite{7} are the well-known fault masking methods. These approaches use redundant modules (variants) and a voting unit to hide the occurrence of error(s) from the system output. The simplest form of N-modular redundancy approach is Triple Modular Redundancy, TMR, as shown in Fig. 1. Three similar modules perform an identical function on the same input data and deliver the results to the voter. The voter arbitrates between the achieved results and produces a single output. The number of redundant modules in practical cases such as safety-critical systems (e.g. aircraft control, nuclear power plant control) rarely exceeds 5. There are situations, however, where voting with a fairly large number of inputs is required. One example is in image processing filters where during each pass pixel values may be replaced by values determined from voting on a predefined neighbourhood of nearby point \cite{6}.

The problem of voting on inexact results arises when correctly functioning modules produce slightly different results due to, for example, rounding or truncation errors. Inexact voters may use thresholding techniques to define
2. Related works

2.1. Voting algorithms

Voting algorithms are required to identify those variant results in agreement and select one of these as the voter output. Several well known voting algorithms have been widely used in commercial applications. The n-input majority voter produces a correct result where at least \([n + 1/2]\) voter inputs match each other. In cases of no majority, the voter generates an exception flag, which can be detected by the system supervisor to move the system toward a safe state. The formalised plurality voter implements m-out-of-n voting, where m is less than a strict majority (e.g. 2-out-of-5 voting). The median voter is a mid-value selection algorithm. This algorithm successively eliminates pairs of outlying values until a single result remains (the algorithm assumes an odd number of redundant inputs). The weighted average voter, on the other hand, calculates the weighted mean of its redundant input values. Weight values can be determined in various methods; see for example, Refs. [5, 12, 17]. Calculated weights, \(w_i\), are then used to compute the voter output, \(z = \sum w_i x_i / \sum w_i\), where \(x_i\) values are the voter inputs and \(z\) is the voter output. One example is the distance metric based weighted average voter in which the weight values are dynamically calculated based on the distances between the module results in each voting cycle. A module result, which is far away from the other module results, is assigned to a smaller weight compared with a result that is close to any of the other module results. Thus, the algorithm does not select a result from the voter inputs, but instead produces a new result. The majority, median and weighted average algorithms have been generalised to N-Modular Redundant systems by Lorczak [14].

Step-wise negotiated voting has been developed for a long-life space application [10]. Diagnosis information is obtained from periodic self-test operations. However, the self-test information is used to supplement voting in cases of disagreement voting cycles. In this voter the diagnostic information is given priority, i.e. in cases of disagreement the self-test results are used to select a result. The paper has shown that step-wise negotiated voting offers improvements over independent majority voting or the stand-by redundancy technique [9]. An optimal voter can be proposed, where the probability of error arrivals is known (or can be assumed) [4]. Thus, an ideal voter can be described mathematically. However, in real systems exact knowledge of error arrival probabilities is not known. Thus, the optimal voter output for any given set of variant results is also unknown. The problem of exact (or bit-by-bit) voting on vectors of information has been investigated by Gersting [8]. A key issue is the resolution of conflicting agreements between the different fields within a set of vectors. The solutions proposed include the calculation of a composite vector rather than selection of any of the input vectors and the use of application specific weightings to minimise the importance of information in less important vector fields. Parhami [16] considered the performance, in terms of execution time, of voters, and proposed efficient implementations of a variety of algorithms. Embedded control applications are typically cyclic systems in which there exists some relationship between the result in one cycle and the result in the next. Knowledge of this relationship between successive results is used in predictive voters [1] to produce results in cases of
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**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n)</td>
<td>Number of tests</td>
</tr>
<tr>
<td>(n_c)</td>
<td>Number of a voter correct outputs during (n) runs</td>
</tr>
<tr>
<td>(n_e)</td>
<td>Number of a voter incorrect outputs during (n) runs</td>
</tr>
<tr>
<td>(n_b)</td>
<td>Number of a voter benign errors during (n) runs</td>
</tr>
<tr>
<td>(\varepsilon)</td>
<td>Threshold for inexact majority voter</td>
</tr>
<tr>
<td>(\beta)</td>
<td>Smoothing voter threshold</td>
</tr>
<tr>
<td>(A_T)</td>
<td>Accuracy threshold of the test harness</td>
</tr>
<tr>
<td>(\varepsilon_{\text{max}})</td>
<td>Maximum amplitude of injected errors</td>
</tr>
<tr>
<td>(\text{MAJ})</td>
<td>Majority voter</td>
</tr>
<tr>
<td>(\text{MED})</td>
<td>Median voter</td>
</tr>
<tr>
<td>(\text{WA})</td>
<td>Weighted average voter</td>
</tr>
<tr>
<td>(\text{SM})</td>
<td>Smoothing voter</td>
</tr>
</tbody>
</table>

---

*Fig. 1. A triple modular redundant system.*
disagreement. A history of previous voter results is used to generate an expected result value where disagreement is detected. The expected result is compared with each of the variant results in order to make a selection. A comprehensive survey and taxonomy for software voting algorithms can be found in Ref. [13].

2.2. Comparison of voters

Several works have contrasted the behaviour of generic and purpose-built voters. The cases in which each algorithm is capable of generating incorrect results have been tabulated in Ref. [14]. The authors show that the majority and plurality algorithms can produce exceptions (i.e. benign as opposed to catastrophic errors) where disagreement is detected. The weighted average and median voters, in contrast, can produce catastrophic errors in such cases of disagreement. In Ref. [4] the probability of choosing a correct value by majority, plurality, median and mean voting algorithms, under a probabilistic model, has been investigated. For each voter an expression for the probability of choosing the correct value has been derived and these expressions are then used to compare the voters. A comparison between the execution time of a multi-stage NMR system with various voting algorithms including simple majority voter, majority Expedient Voter without runahead and majority Expedient Voter with runahead has been performed in Ref. [18]. In Ref. [15] the reliability comparison of majority, 2-out-of-n, and consensus voters in terms of various values of variant reliability, output space cardinality has been provided. The complexity analysis of various weighted voting algorithms in the worst case has been discussed in Ref. [16].

There is relatively little published work contrasting voter behaviour in multiple error scenarios [3]. Many authors take the view that multiple simultaneous errors are sufficiently unlikely that they can be ignored. However, such multiple error scenarios can produce catastrophic failures and should therefore be analysed. In safety-critical systems any catastrophic failure is unacceptable and potential causes should be explored. The error detection capabilities of the majority and plurality voters are obtained at a price. It is easy to imagine double simultaneous errors (in a triple modular redundant configuration) which can be masked by selecting the mid-value variant result. The median voter, in particular, is shown to be successful at masking such double errors. The smoothing voter has been designed to achieve a compromise between the error detection capabilities of the majority voter and the results selection capabilities of the median voter.

The empirical study, reported in Sections 4 and 5 later, contrasts the behaviour of algorithms in these multiple error cases. Firstly a new algorithm is introduced in Section 3, the smoothing voter, whose behaviour has been specifically designed considering complete disagreement cases.

3. Smoothing voter

3.1. Definition

This algorithm extends the majority voter by adding a special kind of acceptance test. The acceptance test is based on the assumption that a discontinuity between consecutive variant results is indication of an error. This assumption is valid in many real-time embedded control applications where there is feedback control and periodic computation. In the smoothing voter, when there is no agreement between variant results, the closest result to the previous voter output is selected as the probable output for this cycle. If the measured distance is smaller than a pre-defined value named as ‘smoothing threshold’, then that result is taken as the voter output; otherwise, the voter fails to produce answer. It is assumed that the first cycle of algorithm is successful and its output is available for next cycle. The selection of a value for the smoothing threshold parameter of this algorithm is critical. Although arbitrary values can be used, improved performance will be obtained if information about the probable discontinuity size of consecutive results of the system during its mission time is available. This algorithm can be defined more formally as follows:

S1. Let $A = \{d_1, d_2, d_3, \ldots, d_n\}$ denote the set of $N$ variant results.
S2. Sort the set $A$ in ascending order to construct the new set $AS = \{x_1, x_2, \ldots, x_m\}$.
S3. Construct the following partitions from $AS$, for all $j = 1 : m$, in which $m = (N + 1)/2$:

$$V_j = \{x_j, x_{j+1}, \ldots, x_{j+m-1}\}$$

S4. If at least one of the partitions $V_j (j = 1, 2, \ldots, m)$ satisfies the property $d(x_j, x_{j+m-1}) \geq \epsilon$, then the majority for original set $A$ is satisfied. Here $\epsilon$ is the voter threshold and $d$ is a distance metric between elements.
S5. If none of the partitions $V_j$ satisfies the property $d(x_j, x_{j+m-1}) \geq \epsilon$, then determine the output $x_k$ in $A$ such that $d(x_k, X) = \min\{d(x_1, X), d(x_2, X), \ldots, d(x_N, X)\}$, where $X$ is the previous successful voter result.
S6. If $x_k$ satisfies the condition $d(x_k, X) \leq \beta$, where $\beta$ is the smoothing threshold, then select $x_k$ as the voter output, otherwise, the voter has not found agreement.

3.2. Basic smoothing voter

The algorithm defined in Section 3.1 is called Basic smoothing voting algorithm in which the smoothing threshold $\beta$ is fixed. In Table 1 the results of this voter for a stream of inputs including seven samples have been
Table 1
Basic smoothing alg. ($\epsilon = 0.1, \beta = 1$)

<table>
<thead>
<tr>
<th>Sample</th>
<th>var1</th>
<th>Var2</th>
<th>var3</th>
<th>result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1.1</td>
<td>1.4</td>
<td>1.1</td>
</tr>
<tr>
<td>2</td>
<td>2.1</td>
<td>2.3</td>
<td>3</td>
<td>2.1</td>
</tr>
<tr>
<td>3</td>
<td>3.1</td>
<td>3.2</td>
<td>7</td>
<td>3.1</td>
</tr>
<tr>
<td>4</td>
<td>4.2</td>
<td>4.9</td>
<td>5.5</td>
<td>No result</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5.3</td>
<td>5.8</td>
<td>No result</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6.8</td>
<td>6.5</td>
<td>No result</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>7.1</td>
<td>7.5</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2
Modified smoothing alg. ($\epsilon = 0.1, \beta = 1$)

<table>
<thead>
<tr>
<th>Sample</th>
<th>var1</th>
<th>var2</th>
<th>var3</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1.1</td>
<td>1.4</td>
<td>1.1</td>
</tr>
<tr>
<td>2</td>
<td>2.1</td>
<td>2.3</td>
<td>3</td>
<td>2.1</td>
</tr>
<tr>
<td>3</td>
<td>3.1</td>
<td>3.2</td>
<td>7</td>
<td>3.1</td>
</tr>
<tr>
<td>4</td>
<td>4.2</td>
<td>4.9</td>
<td>5.5</td>
<td>No result</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5.3</td>
<td>5.8</td>
<td>No result</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6.8</td>
<td>6.5</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>7.1</td>
<td>7.5</td>
<td>7</td>
</tr>
</tbody>
</table>

illustrated. It is assumed that voter threshold $\epsilon$ is equal to 0.1 and smoothing threshold $\beta$ is 1. In the first sample, agreement has been found and the result of variant one has been selected as voters’ output. There is no majority for the second sample; therefore according to S5 the closest variant output of this cycle to the previous successful output of voter, 2.1, is chosen. Note that the difference between this selected output and previous output of voter is smaller than $\beta$. The output of third cycle is 3.1 due to the existing majority between variant results. Again, in cycle 4, there is no agreement, the candidate output is 4.2 (closest one to the previous output of voter) which does not satisfy the necessary condition $d(4.2, 3.1) < \beta$. Thus a no vote exception is raised in sample 4. The following two cycles have similar situations while for 7th sample a majority is achieved. There is a problem, which occurs with this fixed smoothing threshold. As stated, at sample 4 there is disagreement between var1, var2 and var3 and now var1 differs by 1.1 from previous value hence no output is produced. Since no output is produced the reference for future computations remains 3.1 produced at sample 3. Hence the voter cannot produce an agreed output until two of the variants satisfy the basic threshold $\beta$. This is shown at sample 7.

3.3. Modified smoothing voter

A more rapid recovery from a transient error is achieved, by the introduction of a cumulative smoothing threshold which is dynamically adjusted after each cycle where no result is found. Where each successive variant result is more positive than its predecessor then the initial smoothing threshold $\beta$ is added to the cumulative smoothing threshold. In contrast, where each successive variant result is more negative than its predecessor then the initial smoothing threshold is subtracted from the cumulative smoothing threshold. The behaviour in this case is shown in Table 2.

At sample 4 no result has been produced, then the value of $\beta$ has been changed to a new threshold, $2\beta$, to be used in the following cycle. At sample 5 there is again disagreement between variants output but the candidate output, var1 = 5, has satisfied the condition $d(5, 3.1) < 2\beta$. Hence the result 5 has been selected for this cycle; also the value of $2\beta$ has been changed to its initial value. By using this strategy there is no problem for sample 6 to produce an output. If $\beta$ is selected very large then the smoothing algorithm approaches the performance of the median voter.

4. Experimental method

4.1. Assumptions

The experimental work reported here is based on the following assumptions and terminology:

- the voter is used in a cyclic system where there exists some relationship between correct results from one cycle to the next;
- that faults cause errors whose symptoms appear to the voter as numerical input values perturbed by varying amounts;
- that perturbations (below some predefined accuracy threshold) in voter input values are considered as acceptable inaccuracies;
- that large perturbations in voter input values are considered as errors;
- for the purposes of the results reported here, the issues associated with ensuring synchronisation of the inputs to the voter (or indeed, synchronisation of the inputs to variants) is ignored;
- there exists some ‘notional correct result’, which can be calculated from the current inputs and system state, based on the history of previous system states;
- the ‘notional correct result’ is the desired voter result even where voter inputs are erroneous;
- a comparator is used to check for agreement between the notional correct result and the voter output; and
- an accuracy threshold is used, in the comparator, to determine if the distance between the notional variant result and the voter output is within acceptable limits.

These assumptions are representative of a class of voters common in embedded real-time control systems. The assumptions exclude those applications where voter inputs are randomly distributed through the input space in successive cycles.
4.2. Error model

Each voter input is defined as a member of a tuple; \( \{ c, e \pm, A_T \pm \} \); in application specific value units. Where, \( c \) is the notional correct value of each voting cycle, \( e \pm \) is the predefined upper/lower voter threshold (in those voters that depend on thresholds to perform inexact voting), and \( A_T \pm \) is the upper/lower accuracy threshold.

This model represents a simplified version of the error model presented in Ref. [2]. The voter is tested in a triple modular redundant configuration, as shown in Fig. 2, in these experiments.

One notional correct result is produced by the input generator in each test cycle. This sequence of numbers simulates identical correct results generated by redundant variants. Copies of the notional correct result are presented to each saboteur, in every cycle. The saboteurs can be programmed to introduce selected variant error amplitudes, according to selected random distributions. In a given set of tests one, two or three saboteurs may be activated to simulate variant result errors on the voter inputs.

4.3. Experimental scenario

The voters tested are: formalised traditional voters (majority voter, plurality voter, median voter and weighted average voter) and the novel smoothing voter. The performance of voters is dependent on many parameters such as: input profile, execution-time, injected error amplitude (in comparison with the voter threshold), error distribution, number of perturbed inputs, the value of voter threshold, accuracy-threshold and smoothing-threshold for the smoothing voter. Various scenarios can be constructed by different combination of these parameters. The parameters used for the experiments reported below are as follows:

1. Input to variants: sinusoidal function \( u(t) = 100 \cdot \sin(t) + 100 \) sampled at 0.1 sec.
2. Voter-threshold value, \( e = 0.5 \).
3. Accuracy-threshold value, \( A_T = 0.5 \).
4. Two/three variants were perturbed using uniform error distribution with amplitude varies from 0.5 to 10.
5. Smoothing threshold (for the smoothing voter) is set to a fixed value.
6. Amplitude of errors varies from 0.25 to 5% of the peak input signal value to cover applications with low-faulty modules to those with high-faulty modules.

4.4. Performance criteria

The selected performance criteria are: normalised correct results (the ratio of correct outputs to the whole number of runs; \( n_c/n \)), normalised incorrect results (the ratio of incorrect results to the total number of tests; \( n_{ic}/n \)) and normalised disagreed outputs (the ratio of disagreed results to the total number of runs; \( n_d/n \)). These measures may be expressed in percentage form.

The measure \( n_c/n \) represents the capability of a voter in producing correct results. It can be considered as an appropriate criterion to evaluate voter availability; higher values of this measure are desirable. The ratio \( n_{ic}/n \) is a measure of catastrophic outputs. From a safety point of view the smallest number of incorrect outputs which is consistent with small ratio of \( n_{ic}/n \) is desirable. This ratio can be a good performance criterion to evaluate a voter used in a safety critical system in which incorrect results are unacceptable. Finally the ratio of disagreed results of a voter to the total number of runs, \( n_d/n \), represents the capability of a voter in producing benign results. These are errors successfully detected by the voter, which can be used to alert some higher-level error management system. It must be noted that a 3-version programming system using inexact voter may produce no-result (a special code) output in the cases that (i) the voter can not reach consensus upon the results of variants (such cases occur in majority and plurality voters) or (ii) the built-in mechanism within a voter cannot produce an acceptable result in disagreement cases (for example, in smoothing voter, the smoothing mechanism can not
5. Experimental results

The results of voter comparison based on selected experimental scenarios defined in 4.3 in terms of performance criteria defined in 4.4 are presented. Since the behaviour of majority and plurality voters in a three version programming system is similar, only results for a majority voter are given. Each voter has been tested for $10^4$ runs with fixed accuracy threshold equal to 0.5.

5.1. Experiment 1. Results using triple error injection

In this experiment, for each voter all of the inputs are perturbed to examine the voter behaviour in the worst case. Fig. 3 shows a comparative plot of $n_c/n$ for voters versus the error-amplitude for a wide range of errors. The figure indicates a non-linear (a negative exponential, approximately) relation between the increase in the amplitude of errors and decrease of $n_c/n$. The median and weighted average voters have a similar performance with the median voter giving a slightly higher ratio of $n_c/n$ than the weighted average voter. Similarly, there is little to distinguish the majority and smoothing voters although the smoothing voter gives slightly a better ratio of $n_c/n$ than the majority voter.

Fig. 4 highlights the plot of the ratio of $n_c/n$ for small errors. The median voter has 2–15% better performance than the both majority and smoothing voters while the behaviour of the majority and smoothing voters are very similar.

Fig. 5 shows the plot of $n_c/n$ of the compared voters versus the error amplitude for $10^4$ runs. For all voters, the number of incorrect outputs increases with the error amplitude. However, above certain error amplitude, the majority and smoothing voters begin to detect some voting cycles as complete disagreement cases, and hence disregard the corresponding inputs toward in producing the voter output. Therefore, the number of incorrect outputs decreases, and the number of benign outputs increases. The figure shows that, for all errors, the majority voter produces the smallest number of incorrect outputs whereas the weighted average voter gives the largest number of incorrect results. The median voter has a similar behaviour to the weighted average voter, and the performance of the smoothing voter lies between that of the majority and weighted average voters. The large number of incorrect outputs for median and weighted voters can be used to initiate a safe shutdown of the system. It is obvious from safety viewpoint that generating a no-result output is much better than producing agreed but incorrect results. Hence, a tuple $(n_c/n, n_i/n, n_{na}/n)$ describes the performance of selected voters in this paper.
averaging voters limits their application in situations where large errors are likely to occur and safety is the main concern.

It should also be noted that for inexact voters the possibility of reaching an incorrect agreement on redundant inputs perturbed by small errors is higher than that on inputs perturbed by large errors. This is why the ratio of \( n_{\text{ic}}/n \) for majority voter at \( e_{\text{max}} = 1 \) is larger than that at point \( e_{\text{max}} = 7 \), for example.

Fig. 6 highlights the behaviour of voters in terms of the ratio of \( n_{\text{ic}}/n \) for small errors (where \( e_{\text{max}} < 1.2 \)). The median voter performs as well as the majority voter with the lowest ratio of \( n_{\text{ic}}/n \), the weighted average voter gives the highest ratio, and the performance of the smoothing voter is between the majority/median and weighted average voters. From Figs. 6 and 6 we conclude that in the presence of small-size permanent triple errors, the median voter, in spite of its simplicity, gives a better performance (more correct and less incorrect outputs) than both the majority and weighted smoothing voters. Therefore, the smoothing voter is not the most suitable voter for small permanent multiple errors.

Figs. 3 and 5 well illustrate two main groups of voters:

1. The first group including median and weighted average voters always produces output regardless of the validity of their inputs. This group generates larger number of incorrect results.
2. Group two includes voters that produce an output after some sort of processing voter inputs (value validation checks, consensus checking, etc.). This group generates smaller number of incorrect results compared with the first group.

Fig. 7 shows a plot of normalised disagreed (benign) results of voters; \( n_{\text{ic}}/n \), versus error amplitude. The median and weighted averaging voters do not produce benign outputs; this makes them unsuitable for the safety critical systems. As expected, the majority voter produces more benign outputs than the smoothing voter; \( n_{d}(\text{MAJ}) > n_{d}(\text{SM}) \). The reason is that the smoothing voter, by means of its built-in mechanism, is capable of handling more multiple error cases than the majority voter.

If at any error point we define \( q = n_{d}(\text{MAJ}) - n_{d}(\text{SM}) \), then for determining the effectiveness of the smoothing voter over the majority voter, we should investigate what portion of \( q \) is handled correctly (to result in a correct voter-output), and what portion is handled incorrectly (to result in an incorrect voter-output) by the voter. Figs. 3 and 5 show that a large portion of \( q \) is handled unsuccessfully (wrongly); that is, the number of benign cycles (among \( q \)) that are handled incorrectly by the smoothing voter (and as a result, an incorrect voter-output is produced) is more than those handled successfully resulting in a correct voter output. In other words, for all error cases \( n_{c}(\text{SM})/q > n_{c}(\text{SM})/q \). Table 3 shows the numerical values for some of the selected error cases for clarification of this point. In this table, \( n_{e}(\text{SM}) \) stands for the number of incorrect outputs, and \( n_{c}(\text{SM}) \) shows

### Table 3
Capability of Smoothing voter in handling \( q \) benign Results in selected error scenarios based on Figs. 3 and 5

<table>
<thead>
<tr>
<th>Parameters</th>
<th>( e_{\text{max}} = 1 )</th>
<th>( e_{\text{max}} = 2 )</th>
<th>( e_{\text{max}} = 3 )</th>
<th>( e_{\text{max}} = 4 )</th>
<th>( e_{\text{max}} = 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q )</td>
<td>278</td>
<td>841</td>
<td>1056</td>
<td>1169</td>
<td>1217</td>
</tr>
<tr>
<td>( n_{e}(\text{SM}) )</td>
<td>216(77%( q ))</td>
<td>683(81%( q ))</td>
<td>903(85%( q ))</td>
<td>1057(90%( q ))</td>
<td>1104(91%( q ))</td>
</tr>
<tr>
<td>( n_{c}(\text{SM}) )</td>
<td>62(23%( q ))</td>
<td>158(19%( q ))</td>
<td>153(15%( q ))</td>
<td>112(10%( q ))</td>
<td>113(10%( q ))</td>
</tr>
</tbody>
</table>
the number of correct outputs of the smoothing voter. Note that, for example, where $e_{\text{max}} = 1$, of the 278 benign cases, the smoothing voter produces a correct output in 62 cases, and gives an incorrect output in 216 cases. More of the outputs are incorrect than correct. The same occurs for other error points in the table. This suggests that the use of the smoothing voter, as a replacement for a majority voter, in the presence of permanent triple errors is not beneficial; it converts most of the benign cases of the majority voter to incorrect outputs, and thus threatens the system safety.

A similar set of experiments, carried out with normally distributed errors, showed that in this case all the voters produce more correct outputs and less catastrophic and benign results than in the previous experiments. The reason is that in the normal case, due to the shape of error distribution, the probability of having perturbed variant results with small amplitude of error is more than that of the uniformly distributed case. In fact, the experiment with uniformly distributed error is carried out under worse conditions than a normal scenario.

5.2. Experiment 2. Results of double error injection

In this experiment, only two voter inputs are perturbed with permanent errors. Figs. 8–10 show the comparative results versus error-amplitude for a wide range of errors. Compared with the results of the previous experiment in this experiment, all of the voters give higher ratio of $n_c/n$ and lower ratio of $n_i/n$ as expected. The relative behaviour of voters (to each other) is similar to the previous experiment with one exception, the weighted averaging voter gives a higher ratio of $n_c/n$ than the median voter in many error intervals (where $1.5 < e_{\text{max}} < 7$). The smoothing voter gives a considerably higher ratio of $n_c/n$ than the majority voter (Fig. 8), shows a conservative performance between the baseline voters in terms of the ratio $n_i/n$ (Fig. 9), and gives a lower ratio of $n_d/n$ than the baseline voters (Fig. 10). Although its performance is better than that of the previous experiment (especially from the viewpoint of $n_c/n$), it still converts most (about 70%) of the benign cases of the majority voter to incorrect than correct outputs (See Table 4). Again, for small errors, the median voter is the best candidate (plots are not shown here).

5.3. Experiment 3. Results with double transient errors

In this experiment we examine the behaviour of voters in a more realistic error case. Since in reality, the probability of occurrence of transient errors is more than that of the permanent (or intermittent) errors, the performance investigation is carried out with transient errors. The impact of transient errors is simulated by injecting two arbitrary values from the interval $[-e_{\text{max}}, +e_{\text{max}}]$ to randomly selected saboteurs every $T_e$ voting cycle. The values of $T_e$ as well as the $e_{\text{max}}$ are adjustable; the results reported here are achieved with a $T_e$ randomly selected from interval [10,15] and with errors with $e_{\text{max}}$ from interval $[-10 + 10]$. Fig. 11–13 show the comparative results of voters.
The most benefits of the smoothing voter are appeared in this case; it gives less benign outputs, considerably more correct outputs, and slightly more incorrect outputs than the majority voter in most error cases. In other words, it successfully converts a large portion of the benign outputs of the majority voter to a correct output, and increases considerably the system availability while slightly decreases its safety. For example, at $e_{\text{max}} = 2$, in which $q = 100$, more than 75% of the benign outputs of the majority voter are handled and successful converted to correct outputs by the smoothing voter (in this case, the voter outputs are: Majority

$$n_d = 346, n_c = 9526, n_{ic} = 128$$, and Smoothing

$$n_d = 246, n_c = 9600, n_{ic} = 154$$).

The results of testing the voters by injecting normally distributed transient errors (double injection) revealed the capability of the smoothing voter for better performance (results not shown). It is concluded that the novel smoothing voter is an invaluable voter for handling transient errors; those errors that occur most frequently if software and hardware systems, their appropriate handling can considerably improves the system performance.

6. Conclusions

The empirical behaviour of four three-input voting algorithms in complete disagreement cases (double/triple error scenarios) has been evaluated in this paper. It was shown that the majority voter has conservative error detection capability in such scenarios. The median and weighted averaging voters, in contrast, can mask certain classes of double error, but at the expense of producing catastrophic errors in triple error scenarios. The smoothing voter is introduced with the objective of reaching a compromise between the result selection capabilities of the median voter and the conservative error detection properties of the majority voter. The results, presented in Section 5, show that the novel smoothing voter produces less benign errors and more correct results than the majority voter. In addition, the smoothing voter produces less catastrophic errors than the median voter. Moreover, we

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$e_{\text{max}} = 1$</th>
<th>$e_{\text{max}} = 2$</th>
<th>$e_{\text{max}} = 3$</th>
<th>$e_{\text{max}} = 4$</th>
<th>$e_{\text{max}} = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q$</td>
<td>278</td>
<td>850</td>
<td>1019</td>
<td>1155</td>
<td>1147</td>
</tr>
<tr>
<td>$n_{ic}$(SM)</td>
<td>246(88% $q$)</td>
<td>642(75% $q$)</td>
<td>735(72% $q$)</td>
<td>794(68% $q$)</td>
<td>771(67% $q$)</td>
</tr>
<tr>
<td>$n_{ic}$(SM)</td>
<td>32(12% $q$)</td>
<td>208(25% $q$)</td>
<td>284(28% $q$)</td>
<td>361(32% $q$)</td>
<td>376(33% $q$)</td>
</tr>
</tbody>
</table>

Fig. 11. Normalised correct results for transient errors.

Fig. 12. Normalised incorrect results for transient errors.

Fig. 13. Normalised benign results for transient errors.
showed that with triple injection of permanent errors the smoothing voter decreases the number of benign outputs of the majority voter at the cost of a large increase of its incorrect outputs, and a small increase of its correct outputs. However, when faced with transient errors, the smoothing voter gives more correct than incorrect outputs (among the benign cycles it handles). Since in reality, the probability of occurrence of transient errors is more than that of the permanent errors, we conclude that the smoothing voter is an appropriate voter for applications in which improving the system availability is the main concern at the cost of decreasing the number of benign errors and by definition a slight decrease in the system safety.

Selection of an appropriate voter for a specified system depends on the nature and requirements of that application. When, for example, a large number of correct outputs is required (e.g. availability is the main concern), the median voter is the best candidate to employ. When an application requires the least possible incorrect outputs (e.g. safety is the main concern), the majority voter is preferred. A trade off between these two cases can be achieved by means of the smoothing voter introduced in this paper.
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