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The generalized incremental ratio fractional derivative is revised and its main properties deduced. It is shown that in the case of analytic functions it enjoys some interesting properties like: linearity and causality and has a semi-group structure. Some simple examples are presented. The enlargement of the set of functions for which the group properties of the fractional derivative are valid is done. With this it is shown that some well-known results are valid in a more general set-up. Some examples are presented.
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1. Introduction

Fractional calculus is an over 300 years old mathematical field that has been attracting the attention of scientists and engineers. In fact, in recent years fractional calculus has been rediscovered and applied in an increasing number of fields, namely in the areas of electromagnetism, control engineering, and signal processing. The number of physical and engineering processes that are best described by fractional differential equations has also been increasing from last 90th decade. This led to the increment of the study of Fractional Calculus and development of new theories and tools that produced its enrichment and had as consequence a somehow semi-chaotic state of the art. In fact, there are several definitions that lead to different results, making difficult the establishment of a compatible framework with the classic calculus. Grünwald-Letnikov, Riemann-Liouville, Caputo, Hadamard, Marchaud, Liouville are some of the known
definitions [Diaz & Osler, 1974; Dugowson, 1994; Kilbas et al., 2006; Miller & Ross, 1993; Nishimoto, 1989; Ortigueira, 2004, 2006; Podlubny, 1999; Samko et al., 1993; Li & Zhao, 2011]. Till recently the Riemann-Liouville derivative was favoured relatively to the others, mainly because it is the more natural definition of fractional derivative join to the Grünwald-Letnikov definition, and the rigorous study presented in the excellent references [Miller & Ross, 1993; Samko et al., 1993]. However in recent years Caputo derivative call the attention and received users preference due to the initial conditions problem [Ortigueira & Coito, 2010]. Although from a purely mathematical point of view it is legitimate to accept and even use one or all, from the point of view of applications the situation could be different, in many cases, although the different authors use one or other fractional derivative definition to present their models, at the end when they want obtain a numerical approximation of their results or validate the models they use often, as it is natural the Grünwald-Letnikov derivative to replace the fractional derivative that they have used, so we suggest use directly such derivative or some variants of it to be used in the applied science and engineering [Ortigueira et al., 2005, 2010; Ortigueira & Trujillo, 2009]. In previous papers [Ortigueira, 2004, 2006] some contributions were made towards the goal of obtaining a definition of fractional derivative suitable for our interests, but with a wide generality and compatibility with classic definition under suitable restrictions of the framework of our specific problem. In [Ortigueira et al., 2005] we addressed this problem and proposed a solution based on a reasoning that led to the use of the Grünwald-Letnikov and the so called generalised functions [Podlubny, 1999], forward and backward derivatives. However, we met ourselves in a somehow uncomfortable situation, because it was not clear the relation with the classic Calculus. We tried to overcome this problem, but the results were not conveniently explored to lead to a completely compatible scheme. One of our goals in this manuscript will be to solve the mentioned problem. We will start from the fractional incremental ratio to define a general fractional derivative and show that this leads to the well known Grünwald-Letnikov (G-L) derivatives as introduced by Grünwald in 1867 and independently by Letnikov in 1868. Any way, we do not explore in this paper all the possibilities of such general definition.

We will show that these derivatives impose causality: one is causal and the other anti-causal. For the general derivative we will prove its semi-group properties and deduce some other interesting features. We will show that it is compatible with classic derivative that appears here as a special case. We will compute the derivatives of some useful functions. In particular, we obtain derivatives of exponentials, causal exponentials, causal powers and logarithms. We will proof the generalized Leibniz formula and the integration by parts for the new definitions of fractional derivatives of G-L as main results in section 2, also in this section we present the way we followed from the fractional differences to the fractional derivative defined in the complex plane. The semi-group properties are considered in section 3. We present a general formula and two special cases valid for real variable functions. We exemplify with the exponential function and present the forward and backward derivatives as special cases valid for real functions in section 4. We must remark that our calculations are being done formally, but they are true for a wide set of suitable kind of functions.

Remark 1.1. In this paper we deal with a multivalued expression \( z^a \). As is well known, to define a function we have to fix a branch cut line and choose a branch (Riemann surface). It is a common procedure to choose the negative real half-axis as branch cut line. In what follows we will assume that we adopt the principal branch and assume that the obtained function is continuous above the branch cut line. With this, we will write \((-1)^a = e^{j\pi a}\)

2. The Fractional derivative

Definition 2.1. To generalize the known notion of fractional derivatives we introduce the general formulation of the incremental ratio valid for any order, real or complex. In the following we will consider the real
The incremental ratio based causal fractional calculus

Similarly to the classic case, we define fractional derivative by the limit of the fractional incremental ratio

$$D_{\theta}^\alpha f(z) = e^{-j\alpha \theta} \lim_{|h| \to 0} \frac{\sum_{k=0}^{\infty} (-1)^k \binom{\alpha}{k} f(z-kh)}{|h|^\alpha}, \quad (1)$$

where $h = e^{j\theta}$ is a complex number, with $\theta \in (-\pi, \pi]$.

The above defined derivative is a general incremental ratio based derivative that generalizes classical Grünwald-Letnikov fractional derivative. To understand and give an interpretation to the above formula, assume that $z = t \in \mathbb{R}$ is a time and that $h$ is real, $\theta = 0$ or $\theta = \pi$. If $\theta = 0$, only the present and past values are being used (2), while, if $\theta = \pi$, only the present and future values are used (see (4)). This means that if we look at (1) as a linear system, the first case is causal, while the second is anti-causal\(^1\) [Ortigueira et al., 2005; Ortigueira, 2004, 2006].

In general, if $\theta = 0$, we call (1) the forward Grünwald-Letnikov\(^2\) derivative, which is well known; however its properties are not so well studied:

$$D_f^\alpha f(z) = \lim_{|h| \to 0^+} \frac{\sum_{k=0}^{\infty} (-1)^k \binom{\alpha}{k} f(z-kh)}{h^\alpha}. \quad (2)$$

In particular, if we assume that $f(t) = 0$ for $t < a$ and let $[\cdot]$ be the ”integer part of the argument”, we obtain from (2).

$$D_f^\alpha f(z) = \lim_{|h| \to 0^+} \frac{\sum_{k=0}^{[\frac{z-a}{h}]} (-1)^k \binom{\alpha}{k} f(z-kh)}{h^\alpha}, \quad (3)$$

that is, the formulation we find frequently [Miller & Ross, 1993; Podlubny, 1999; Kilbas et al., 2006].

$$D_{-\theta}^\alpha f(z) = e^{-j\pi \alpha} \lim_{|h| \to 0^+} \frac{\sum_{k=0}^{\infty} (-1)^k \binom{\alpha}{k} f(z+kh)}{h^\alpha}. \quad (4)$$

It is interesting to remark that the approach to fractional calculus stated in (2) and (4) was proposed first by Liouville [Dugowson, 1994].

2.1. Existence

It is not a simple task to formulate the weakest conditions that ensure the existence of the fractional derivatives (1), (2) and (4), although we can give some necessary conditions for their existence. To study the existence conditions for the fractional derivatives we must care about the behaviour of the function along the half straight-line $z \pm nh$ with $n \in \mathbb{Z}^+$. If the function is zero for $\Re(e(z)) < a \in \mathbb{R}$ (respectively, when $\Re(e(z)) > a$) the forward (backward) derivative exists at every finite point of $f(z)$. In the general case, we must have in mind the behavior of the binomial coefficients. They verify

$$\left| \binom{\alpha}{k} \right| \leq \frac{A}{k^{\alpha+1}}, \quad (5)$$

\(^1\)We will return to this matter later.

\(^2\)The terms forward and backward are used here in agreement to the way the time flows, from past to future or the reverse.
meaning that \( f(z) \frac{A_k^{\alpha+1}}{k^{\alpha+1}} \) must decrease, at least as \( f(z) \frac{A_k^{\alpha+1}}{k^{\alpha+1}} \) when \( k \) goes to infinite. For example considering the forward case, if \( \alpha > 0 \), it is enough that \( f(z) \) be bounded in the left half plane, but if \( \alpha < 0 \), \( f(z) \) must decrease to zero to obtain a convergent series. In particular, this suggests that \( \Re(e(h)) > 0 \) and \( \Re(e(h)) < 0 \) should be adopted for right and left functions, respectively in agreement with Liouville reasoning [Dugowson, 1994]. In particular, they should be used for the functions such that \( f(z) = 0 \) for \( \Re(e(z)) < 0 \) and \( f(z) = 0 \) for \( \Re(e(z)) > 0 \), respectively. Such issue is very interesting, since we conclude that the existence of the fractional derivative depends only on what happens in one half complex plane, left or right. Consider \( f(z) = \frac{z^2}{\sqrt{2}} \) with a suitable branch cut line. If \( \beta > \alpha \), we conclude immediately that \( D_{\alpha}^f(z) \) defined for every \( z \in \mathbb{C} \) does not exist, unless \( \alpha \) been a positive integer, because the summation in (1) is divergent.

2.2. Properties

We are going to present the main properties of the derivative above presented.

**Linearity.** The linearity property of the fractional derivative is evident from the above formula. In fact, we have

\[
D_{\alpha}^0 [f(z) + g(z)] = D_{\alpha}^0 f(z) + D_{\alpha}^0 g(z).
\]

(6)

**Causality.** The causality property was already referred above and can also be obtained easily. We only have to use (2), or (4). Assume that \( z = t \in \mathbb{R} \) and that \( f(t) = 0 \), for \( t < 0 \), we conclude immediately from (2) that \( D_{\alpha}^0 f(t) = 0 \) for \( t < 0 \). For the anti-causal case, the situation is similar.

**Scale change.** Let \( f(z) = g(az) \), where \( a \) is a constant. From (1), we have:

\[
D_{\alpha}^0 g(az) = \lim_{h \to 0} \sum_{k=0}^{\infty} (-1)^k \frac{\alpha}{k} \frac{g(az - kah)}{h^\alpha} = a^\alpha \lim_{h \to 0} \sum_{k=0}^{\infty} (-1)^k \frac{\alpha}{k} \frac{g(az - kah)}{(ah)^\alpha} = a^\alpha D_{\alpha}^0 g(\tau) |_{\tau = az}.
\]

(7)

**Time reversal.** If \( f(z) = g(-z) \), we obtain from the property we just deduced above, but consider a negative constant and working with the main branch if the negative powers appear bellow that:

\[
D_{\alpha}^0 g(-z) = (-1)^\alpha \lim_{h \to 0} \sum_{k=0}^{\infty} (-1)^k \frac{\alpha}{k} \frac{g(-z + kh)}{(-h)^\alpha} = (-1)^\alpha D_{\alpha}^0 g(\tau) |_{\tau = -z},
\]

(8)

in agreement with (2) and (4). This means that the time reversal converts the forward derivative into the backward and vice-versa.

**Time shift.** The derivative operator is shift invariant:

\[
D_{\alpha}^0 g(z - a) = D_{\alpha}^0 g(\tau) |_{\tau = z - a}.
\]

(9)
Derivative of a product. We are going to compute the derivative of the product of two functions: \( f(t) = \varphi(t) \cdot \psi(t) \) assumed to be defined for \( t \in \mathbb{R} \), by simplicity, although the result we will obtain is valid for \( t \in \mathbb{C} \), excepting over an eventual branch cut line. Assume that one of them is analytic in a given region. From (1), and working with increments we can write

\[
\Delta^\alpha f(z) = \sum_{k=0}^{\infty} (-1)^k \binom{\alpha}{k} \varphi(z - kh) \psi(z - kh). \tag{10}
\]

But, as

\[
\Delta^N f(z) = \sum_{k=0}^{N} (-1)^k \binom{N}{k} f(z - kh), \tag{11}
\]

and

\[
f(z - kh) = \sum_{i=0}^{k} (-1)^i \binom{k}{i} \Delta^i f(z), \tag{12}
\]

then

\[
\Delta^\alpha f(z) = \sum_{k=0}^{\infty} (-1)^k \binom{\alpha}{k} \varphi(z - kh) \sum_{i=0}^{k} (-1)^i \binom{k}{i} \Delta^i \psi(z), \tag{13}
\]

which can be transformed in

\[
\Delta^\alpha f(z) = \sum_{i=0}^{\infty} (-1)^i \Delta^i \psi(z) \sum_{k=i}^{\infty} (-1)^k \binom{k}{i} \binom{\alpha}{k} \varphi(z - kh). \tag{14}
\]

However, since

\[
\binom{k+i}{i} \binom{\alpha}{k+i} = \binom{\alpha}{i} \binom{\alpha-i}{k} \tag{15}
\]

then, replacing (15) in (14), we obtain

\[
\Delta^\alpha f(z) = \sum_{i=0}^{\infty} \binom{\alpha}{i} \Delta^i \psi(z) \sum_{k=0}^{\infty} (-1)^k \binom{\alpha-i}{k} \varphi(z - kh - ih). \tag{16}
\]

Therefore

\[
\frac{\Delta^\alpha f(z)}{h^\alpha} = \sum_{i=0}^{\infty} \binom{\alpha}{i} \Delta^i \psi(z) \left( \sum_{k=0}^{\infty} (-1)^k \binom{\alpha-i}{k} \varphi(z - kh - ih) \right) \tag{17}
\]

Computing the limit as \( h \to 0 \) of (17), we obtain the derivative of the product:

\[
D_0^\alpha [\varphi(t) \psi(t)] = \sum_{n=0}^{\infty} \binom{\alpha}{n} \varphi^{(n)}(t) \psi^{(\alpha-n)}(t), \tag{18}
\]

that is, the generalized Leibniz rule. We must remark that the above formula is commutative if both functions are analytic. If only one of them is analytic, it is not commutative. We must remark that the noncommutativity of this rule seems natural, since we only require analyticity to one function. It is a situation very similar to the one we find when defining the product of generalized functions and its derivatives.
The deduction of (18) we presented here differs from others presented in literature [Samko et al., 1993; Miller & Ross, 1993; Podlubny, 1999]. As it is clear when \( \alpha = N \in \mathbb{Z}^+ \) we obtain the classic Leibniz rule. When \( \alpha = -1 \), we obtain a very interesting formula for computing the primitive of the product of two functions:

\[
D^{-1}[\varphi(t)\psi(t)] = \sum_{n=0}^{\infty} (-1)^n \varphi^{(n)}(t)\psi^{(-n-1)}(t),
\]

(19)

To exemplify the use of the formula (19), let \( f(t) = \frac{t^n}{n!}e^{at} \). Put \( \phi(t) = \frac{t^n}{n!} \) and \( \psi(t) = e^{at} \). As \( \phi^{(k)}(t) = \frac{t^{n-k}}{(n-k)!} \), while \( k \leq n \) and \( \psi^{(-k-1)}(t) = a^{-k-1}e^{at} \). Then:

\[
D^{-1}f(t) = e^{at} \sum_{k=0}^{n} (-1)^k a^{-k-1} \frac{t^{n-k}}{(n-k)!}.
\]

(20)

If we put \( \phi(t) = f(t) \) and \( \psi(t) = 1 \), \( t \in \mathbb{R} \), we have:

\[
D^{-1}f(t) = \sum_{n=0}^{\infty} (-1)^n f^{(n)}(t) \frac{t^{n+1}}{(n+1)!}
\]

(21)

similar to the McLaurin formula.

**Integration by parts.** The so called integration by parts relates both causal and anti-causal derivatives and can be stated as:

\[
\int_{-\infty}^{+\infty} g(t)D_{\alpha}^\beta f(t) \, dt = (-1)^{\alpha} \int_{-\infty}^{+\infty} f(t)D_{\alpha}^\beta g(t) \, dt
\]

(22)

where we assume that both integrals exist. To obtain this formula, we only have to use (2) inside the integral and perform a variable change

\[
\int_{-\infty}^{+\infty} \lim_{h \to 0^+} \sum_{k=0}^{\infty} (-1)^k \frac{\alpha}{k} f(t - kh)g(t) \, dt = \int_{-\infty}^{+\infty} \lim_{h \to 0^+} \sum_{k=0}^{\infty} (-1)^k \frac{\alpha}{k} g(t + kh)f(t) \, dt,
\]

(23)

leading immediately to (22) using (4). This result is slightly different from the one find in current literature due to our definition of backward derivative.

Of course, the remark 1.1 have been consider here.

3. **Group structure of the fractional derivative**

**Additivity and Commutativity.** We are going to apply (1) twice for two orders. We have

\[
D_{\alpha}^\beta \left[D_{\alpha}^\beta f(t)\right] = D_{\alpha}^\beta \left[D_{\alpha}^\beta f(t)\right] = D_{\alpha}^{\alpha+\beta} f(t)
\]

(24)

To prove this statement we start from (1), and work with suitable functions so we can interchange the series because with such functions the series is absolutely convergent in the corresponding interval. Therefore we
write:

\[
D^{\alpha}_{\theta} \left[ D^{\beta}_{\theta} f(t) \right] = \lim_{h \to 0} \frac{\sum_{k=0}^{\infty} \binom{\alpha}{k} (-1)^k \left[ \sum_{n=0}^{\infty} \binom{\beta}{n} f(t - kh - nh) \right]}{h^{\alpha+\beta}} \\
= \lim_{h \to 0} \frac{\sum_{n=0}^{\infty} \binom{\beta}{n} (-1)^n \left[ \sum_{k=0}^{\infty} \binom{\alpha}{k} f(t - kh - nh) \right]}{h^{\alpha+\beta}} \\
= \lim_{h \to 0} \frac{\sum_{m=0}^{\infty} \left( \sum_{n=0}^{m} \binom{\alpha}{m-n} \binom{\beta}{n} \right) (-1)^m f(t - mh)}{h^{\alpha+\beta}} \\
= \lim_{h \to 0} \frac{\sum_{m=0}^{\infty} \binom{\alpha + \beta}{m} (-1)^m f(t - mh)}{h^{\alpha+\beta}} = D^{\alpha+\beta} f(t),
\]

if we take into account the following relation

\[
\sum_{n=0}^{m} \binom{\alpha}{m-n} \binom{\beta}{n} = \binom{\alpha + \beta}{m}. \tag{26}
\]

**Associativity.** This property comes easily from the above results. In fact, it is easy to show that

\[
D^{\gamma}_{\theta} \left[ D^{\alpha+\beta}_{\theta} f(t) \right] = D^{\gamma+\alpha+\beta}_{\theta} f(t) = D^{\alpha+\beta+\gamma}_{\theta} f(t) = D^{\gamma+\alpha}_{\theta} \left[ D^{\beta+\gamma}_{\theta} f(t) \right]. \tag{27}
\]

**Neutral element.** If we put \( \beta = -\alpha \) in (24) we obtain:

\[
D^{\alpha}_{\theta} \left[ D^{-\alpha}_{\theta} f(t) \right] = D^{\alpha-\alpha}_{\theta} f(t) = f(t) \tag{28}
\]
or again by (24)

\[
D^{-\alpha}_{\theta} \left[ D^{\alpha}_{\theta} f(t) \right] = D^{\alpha-\alpha}_{\theta} f(t) = f(t), \tag{29}
\]

This is very important because it states the existence of inverse.

**Inverse element.** From the last result we conclude that there is always an inverse element: for every \( \alpha \) order derivative, there is always a \( -\alpha \) order derivative. This seems to be contradictory with our knowledge from the classic calculus where the Nth order derivative has N primitives. To be more concrete assume that we have a real function such that its \( \alpha \) order fractional derivative given by (2) exists. Therefore, we do not need to add a specific formula to calculate the primitive of a function. To exemplify such fact, we consider \( f(t) = e^t, \) \( t \in \mathbb{R}. \) As shown bellow, its derivative is also \( e^t, \) \( t \in \mathbb{R}, \) as well as its anti-derivative, provided that they are computed using (2). This situation is also illustrated in formulas (19) and (21). They give us the primitive without needing to join any constant. Another example is given in the following section. This forces us to be consistent and careful with the used language. So, when \( \alpha \) is positive we will speak of derivative. When \( \alpha \) is negative, we will use the term anti-derivative or primitive (not integral). This could clarify the situation and solves the problem created by Riemann when he introduced the complimentary polynomials and show how to obtain the “proper primitives” of [Kreml, 2006].
4. Simple examples

Example 4.1. The exponential

Let us apply the above definitions to the function \( f(z) = e^{sz}, \ z \in \mathbb{C} \). The convergence of (1) is dependent of \( s \) and of \( h \). Let \( h > 0 \), the series in (2) becomes

\[
e^{sz} \sum_{k=0}^{\infty} \binom{\alpha}{k} (-1)^k e^{-kh}
\]

(30)

As it is well known [Diaz & Osler, 1974], the binomial series

\[
\sum_{k=0}^{\infty} \binom{\alpha}{k} (-1)^k e^{-kh}
\]

is convergent to the main branch of

\[
g(s) = (1 - e^{-sh})^\alpha
\]

(32)

provided that \( |e^{-sh}| < 1 \), that is if \( \Re(e(s)) > 0 \). This means that the branch cut line of \( g(s) \) must be in the left hand half complex plane. Then

\[
D^\alpha_f z = \lim_{h \to 0^+} \frac{(1 - e^{-sh})^\alpha}{h^\alpha} e^{sz} = |h|^\alpha e^{j\theta} e^{sz}
\]

(33)

valid iff \( \theta \in (-\pi, \pi) \) which corresponds to be working with the principal branch of \( (\cdot)^\alpha \) and assuming a branch cut line in the left hand complex half plane.

Now, consider the series in (4) with \( f(z) = e^{sz} \). Proceeding as above, we obtain another binomial series:

\[
\sum_{k=0}^{\infty} \binom{\alpha}{k} (-1)^k e^{kh}
\]

(34)

that is convergent to the main branch of

\[
f(s) = (1 - e^{sh})^\alpha
\]

(35)

provided that \( \Re(e(s)) < 0 \). This means that the branch cut line of \( f(s) \) must be in the left hand half complex plane. We will assume to work in the principal branch and that \( h(s) \) is continuous from above. Here we must remark that in \( (\cdot)^\alpha \) we are again in the principal branch but we are assuming a branch cut line in the right hand complex half plane.

We obtain directly:

\[
D^\alpha_b z = |s|^\alpha e^{j\theta} e^{sz}
\]

(36)

valid iff \( \theta \in (-\pi, \frac{3\pi}{2}) \).

We must be careful in using the above results. In fact, in a first glance, we could be led to use it for computing the derivatives of functions like \( \cos(z) \), \( \cos(z) \), \( \sinh(z) \) and \( \cosh(z) \). But if we have in mind our reasoning we can conclude immediately that those functions do not have finite derivatives if \( z \in \mathbb{C} \). In fact, they use simultaneously the exponentials \( e^z \) and \( e^{-z} \) whose derivatives cannot exist simultaneously, as we just saw. These results can be used to generalize a well known property of the Laplace transform. If we return back to equation (2) and apply the bilateral Laplace transform

\[
F(s) = \int_{-\infty}^{+\infty} f(t) e^{-st} dt
\]

(37)
to both sides [Ortigueira & Trujillo, 2009] we conclude that:

$$LT\left[D^\alpha f(t)\right] = s^\alpha F(s) \quad (\text{Re}(s) > 0)$$

(38)

where in $s^\alpha$ we assume the principal branch and a cut line in the left half plane. With equation (4) we obtain:

$$LT\left[D^\alpha f(t)\right] = s^\alpha F(s) \quad (\text{Re}(s) < 0)$$

(39)

where now the branch cut line is in the right half plane. These results have a system interpretation: there are two systems (differintegrators) with the same expression for the transfer function $H(s) = s^\alpha$. We will not compute the impulse responses here. The $s = j$ case was treated before [Ortigueira & Trujillo, 2009]. We showed that we have:

$$(jw)^\alpha = |w|^\alpha \cdot \begin{cases} 
e e^{j\frac{\alpha \pi}{2}}, \text{ if } \omega > 0 \\
\ne e^{-j\frac{\alpha \pi}{2}}, \text{ if } \omega < 0
\end{cases}$$

(40)

in the causal case and

$$(jw)^\alpha = |w|^\alpha \cdot \begin{cases} 
e e^{j\frac{\alpha \pi}{2}}, \text{ if } \omega > 0 \\
\ne e^{j3\frac{\alpha \pi}{2}}, \text{ if } \omega < 0
\end{cases}$$

(41)

**Example 4.2. The general power function**

We start by computing the fractional derivative of the constant function. Let then $f(t) = 1$ for every $t \in \mathbb{R}$ and $\alpha \in \mathbb{R} - \mathbb{Z}^-$. From (1) we have:

$$D^\alpha = \lim_{t \to 0} \frac{\sum_{k=0}^{\infty} \binom{\alpha}{k} (-1)^k}{k^\alpha} = \begin{cases} 0, \text{ if } \alpha > 0 \\
\infty, \text{ if } \alpha < 0
\end{cases}$$

(42)

To prove it, we are going to consider the partial sum of the series

$$\sum_{k=0}^{n} \binom{\alpha}{k} (-1)^k = \frac{\alpha - 1}{n} \binom{\alpha + n + 1}{n} \Gamma(1 - \alpha) \Gamma(n + 1) \to \frac{1}{\Gamma(1 - \alpha)} > \frac{1}{n^\alpha}.$$  (43)

As $n \to \infty$ [Samko et al., 1993] we obtain the limits shown in (42). So, the $\alpha$ order fractional derivative of 1 is the null function. If $\alpha < 0$, the limit is infinite. So there is no fractional “primitive” of a constant.

This means that when working in the context defined by (1) two functions with the same fractional derivative are equal.

The example we just treated allows us to obtain an interesting result: “there are no fractional derivatives of the power function defined in $\mathbb{R}$”. In fact, suppose that there is a fractional derivative of $t^n$, $t \in \mathbb{R}$, $n \in \mathbb{N}^+$. We must have:

$$D^\alpha t^n = n!D^\alpha D^{-n}1 = D^{-n}D^\alpha 1.$$  (44)

This means that we must be careful when trying to generalize the Taylor series. We conclude also that we cannot compute the fractional derivative of a function by using directly its Taylor expansion.

The same result could be obtained directly from (1). It is enough to remark that a power function tends to infinite when the argument tends to $-\infty$. 
5. The Distributional Fractional Derivative

Here we will generalize the concept of fractional derivative in order to guarantee that all the properties of the above defined derivative remain valid even with generalized functions. In particular, the group properties should be valid:

\[ D^{\gamma} \left[ D^{\alpha + \beta} f(t) \right] = D^{\gamma + \alpha + \beta} f(t) = D^{\alpha + \beta + \gamma} f(t) = D^\alpha \left[ D^{\beta + \gamma} f(t) \right] \]

(45)

with neutral element

\[ D^\alpha \left[ D^{-\alpha} f(t) \right] = D^0 f(t) = f(t) \quad \text{and} \quad D^{-\alpha} \left[ D^\alpha f(t) \right] = D^0 f(t) = f(t) \]

(46)

In some derivatives these properties do not remain valid, since the commutativity is not valid. Here we will extend the validity of formula (2) by a suitable generalized function definition.

The above properties are valid provided that all the involved derivatives exist. This may not happen in a lot of situations; for example, the derivative of the power function causal or not. As these functions are very important we will consider them with detail. Meanwhile let us see how we can enlarge the validity of the above formulas. Let us consider formula (2) and a function \( f(t) \) such that there exists \( D^\alpha f(t) \) but it may be discontinuous. In principle, we cannot assure that we can apply (1) to obtain \( D^{\alpha + \beta} f(t) \). To solve the problem, we define distribution as an integer order derivative of a continuous function [Ferreira, 1997]: \( f(t) = D^n g(t) \), where \( n \) is a positive integer and \( g(t) \) is continuous and with continuous fractional derivative of order \( \alpha + \beta \). In this case, we can write:

\[ D^{\alpha + \beta} f(t) = D^{\alpha + \beta} D^n g(t) = D^n D^{\alpha + \beta} g(t) \]

(47)

So, we obtained the desired derivative by integer order derivative computation of the fractional derivative. The other properties are consequence of this one. Exemplifying will clarify the situation. From the point of view of the Laplace transform (LT), the above relations show that the derivative rule remain valid for any real order: \( LT[f^{(\alpha)}(t)] = s^\alpha F(s) \).

The results obtained allow us to obtain the derivative of any order of the continuous function \( p(t) = t^\beta u(t) \), with \( \beta > 0 \); \( u(t) \) is the Heaviside unit step. As a continuous function, it is indefinitely (integer order) derivable in distributional sense. To compute the fractional derivative of \( p(t) \), the easiest way is to use the Laplace transform (LT). As well known, the LT of \( p(t) \) is \( P(s) = \frac{\Gamma(\beta + 1)}{s^{\beta+1}} \), for \( \Re(s) > 0 \). The transform of the fractional derivative of order \( \alpha \) is given by: \( s^\alpha F(s) \). So,

\[ D^\alpha t^\beta u(t) = \frac{\Gamma(\beta + 1)}{\Gamma(\beta - \alpha + 1)} t^{\beta - \alpha} u(t) \]

(48)

that generalizes the integer order formula for any \( \alpha \in \mathbb{R} \) generalizing the current result [Kilbas et al., 2006; Miller & Ross, 1993; Podlubny, 1999; Samko et al., 1993]. To obtain it, we use the rule of the derivative of the product. With \( \beta > 0 \), \( \rho(t) \) is a continuous function. So, we can compute the Nth order derivative to obtain a distribution. The derivative of \( u(t) \) is \( \delta(t) \) that appears multiplied by a power that is zero at \( t = 0 \): \( D \left( t^\beta u(t) \right) = \beta t^{\beta - 1} u(t) + t^\beta \delta(t) = \beta t^{\beta - 1} u(t) \). However, repeating the procedure the second term is no longer null, but we remove it to give us the finite part. With these considerations we conclude that (5) remains valid provided that \( \alpha \in \mathbb{R} \) and \( \beta \in \mathbb{R} - Z^- \). In particular, we have: \( D^\alpha u(t) = \frac{1}{\Gamma(1 - \alpha)} t^{-\alpha} u(t) \) and, from it, \( \delta(t) = \frac{\Gamma(-\alpha)}{\Gamma(-\alpha)} t^{-\alpha} u(t) \), valid for positive non-integer orders. To generalise the above result for \( \beta \in Z^- \), we going to study the causal logarithm \( \lambda(t) = \log(t) u(t) \). We start from relation (5) and compute the derivative of both sides relative to \( \beta \) to obtain:

\[ D^\alpha \left[ t^\beta \log(t) u(t) \right] = \frac{\Gamma(\beta + 1)}{\Gamma(\beta - \alpha + 1)} t^{\beta - \alpha} \left[ \log(t) + \psi(\beta + 1) - \psi(\beta - \alpha + 1) \right] \]

(49)
where we represented by $\psi$ the logarithmic derivative of the gamma function. With $\beta = 0$ we obtain the derivative of the causal logarithm and from it, by integer order derivation, we obtain after some manipulations

$$D^\alpha t^{-N} u(t) = \frac{D^N [\log(t) u(t)]}{(-1)^{N-1} (N-1)!}$$

$$= -\frac{(\alpha)_N}{(N-1)! \Gamma(-\alpha + 1)} t^{-\alpha - N} u(t) \left[ \log(t) - \gamma - \psi(-\alpha + 1) - \sum_{n=1}^{N} \frac{1}{1 - \alpha - n} \right],$$

valid for $\alpha \in \mathbb{R}$ and $\beta \in \mathbb{Z}^-$ where $\gamma = -\psi(1) = -\Gamma'(1)$ is the Euler-Mascheroni constant.

6. Conclusions

In this paper we proposed a new look at the fractional derivative by taking as starting point the Grünwald-Letnikov definition that we had generalized before. We showed that, for analytic functions, it enjoys some nice and useful properties and a semi-group structure. We presented some examples.
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