A new clustering algorithm applying a hierarchical method neural network
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Abstract

Clustering is a branch of multivariate analysis that is used to create groups of data. While there are currently a variety of techniques that are used for creating clusters, many require defining additional information, including the actual number of clusters, before they can be carried out. The case study of this research presents a novel neural network that is capable of creating groups by using a combination of hierarchical clustering and self-organizing maps, without requiring the number of existing clusters to be specified beforehand.
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1. Introduction

Cluster analysis is a branch of multivariate statistical analysis that is used for detecting patterns in the classification of elements. Cluster analysis is used in a wide variety of fields including bioinformatics [9] [19] and surveillance [14] [15]. The methods used for clustering differ considerably according to the type of data and the amount of available information. Clustering techniques are typically broken down into the following categories [18] [19]:

- hierarchical, which include dendrograms [6], agnes [8], Diana [8], Clara [1];
- neural networks such as self-organized maps [2], GCS [3], ESOINN [1];
- methods based on minimizing objective functions, such as k-means [10] and PAM [8] (Partition around medoids); or probabilistic-based models such as EM [7] (Expectation-maximization) and fanny [8].

Traditionally the different
A new clustering algorithm applying a hierarchical method neural network methods try to minimize the distance that exists between the individuals and the groups. For certain algorithms, this assumes the need to either establish the number of clusters beforehand, or set the number once the algorithm has been completed. In certain cases, neural networks allow the number of clusters to be selected automatically based on the existing elements. The networks typically require a previous adaptation phase for the neurons and the initial data that generates the connections among the neurons. Some neural networks may also require establishing the level of connectivity for the neurons beforehand.

This research presents the new Self Organized Dynamic Tree neural network (SODTNN) which allows data to be grouped automatically, without having to specify the number of existing clusters. Additionally, the SODTNN eliminates the expansion phase before dividing and interconnecting the neurons, thus avoiding one of the most costly phases of the algorithm. The SODTNN uses algorithms to detect low density zones and graph theory procedures in order to establish a connection between elements. This would allow connections to be established dynamically, thus avoiding the need for the network to expand and adjust the data surface. Additionally, the connections would continue to adapt throughout the learning process, reducing the high density neuron areas and separating them from the low density areas.

The SODTNN integrates techniques from hierarchical and density-based models that allow the grouping and division of clusters according to the changes in the densities that are detected. The hierarchical process is based on the Kruskal algorithm that creates a minimum spanning tree containing data for the problem at hand. Based on the information obtained from the minimum spanning tree, low density areas are detected by using a distance matrix for each cluster. The low density areas will allow the clusters to be separated iteratively. Furthermore, the minimum spanning tree determines the network structure and connections so that learning can take place according to the tree’s distribution.

This article is divided as follows: section 2 describes different clustering alternatives, section 3 describes the SODTNN, and section 4 presents the results and conclusions.

2. Clustering techniques

The techniques used for creating clusters vary according to the type of problem at hand. Because of the ease in performing calculations, the most common clustering techniques used with bioinformatics are either hierarchical or based on minimizing objective functions. Hierarchical methods such as dendrograms [6] do not require a number of clusters up front since they use a graphical representation to determine the number. Partition based methods, which optimize specific objective functions, have the disadvantage of requiring the number of clusters up front [7]. The k-means algorithm presents problems with atypical points. The PAM method resolves this problem by assigning an existing element
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as the centroid. Methods that are either hierarchical or minimize specific objective functions present certain deficiencies when it comes to recognizing groupings of individuals. This is due to the fact that the algorithms tend to associate each element according to the distances from a pre-determined element. This implies that they are not able to correctly detect the cluster, as indicated in the results.

Artificial neural networks (ANN) [16], [17] can adapt to the data surface, although they usually require additional time to do so. The self-organized Kohonen maps (SOM) [2], have variants of learning methods that base their behaviour on methods similar to the Neural Gas (NG) [4]. They create a mesh that is adjusted automatically to a specific area. The greatest disadvantage, however, is that both the number of neurons that are distributed over the surface and the degree of proximity are set beforehand. Growing Cell Structure (GCS) [3] do not set the number of neurons or the degree of connectivity, but they do establish the dimensionality of each mesh. This complicates the separation phase between groups once it is distributed evenly across the surface. There are other ANN such as SOINN [5] and ESOINN [1] (Enhanced self-organizing incremental neural network). Unlike the SOINN, ESOINN consists of a single layer, so it is not necessary to determine the manner in which the training of the first layer changes to the second. Nevertheless, with the ESOINN network it is necessary to adjust the neurons to the surface for the data that needs to be grouped. To this end, a phase is required to adjust the previous division of the neurons. The ART networks can be considered as an alternative. They are unsupervised learning networks that facilitate the automatic detection of clusters and, in their latest versions, allow the incorporation of continuous patterns. The major disadvantage of these networks is the selection of the monitoring parameter [20] to determine the number of clusters. Another disadvantage is that the knowledge extraction is more complicated than in mesh-based networks, so learning is less evident.

3. SODTNN

This study proposes the SODTNN, which can detect the number of existing groups or classes and, by using the Kruskal algorithm [11], create clusters based on the connections taken from the minimum spanning tree. As opposed to the ESOINN or GCS networks, the SODTNN does not distinguish between the original data and the neurons—during the initial training phase, the latter correspond to the position for each element. This makes it possible to eliminate the expansion phase for a NG to adjust to the surface. However, this step can be applied in situations where the number of elements for carrying out the clustering process needs to be reduced. As each neuron is updated, it can draw closer to neighboring neurons, thus facilitating the detection of clusters and the separation from other elements. The learning phase for the network is illustrated in Figure 1: the main loop of the learning phase is shown in the centre represents the selection loop for the neurons and establishes the links for the subsequent updating and
A new clustering algorithm applying a hierarchical method neural network division of meshes; block “Update position” is the algorithm that updates the position of the selected neuron and the neighboring neurons connected by the minimal tree; and block “Divide Cluster” is in charge of locating the low density areas and separating the clusters in order to create new groups.

Fig. 1. Algorithm for the SODTNN

The following sections describe the steps that are carried out during the learning phase for the ANN. The nomenclature defines $T$ as the set of neurons to be classified, $A$ as the minimum spanning tree that contains all of the nodes from $T$ where matrix $C$ defines the connections between the nodes where element $c_{ij} = 1$ if node $i \in T$ is connected with element $j \in T$. $D$ the distance matrix for $T$.

### 3.1 Density: block 3

One of the main problems when assigning individuals into groups is knowing which divisions cause a significant rise in the density of the resulting clusters. ANN such as SOINN or ESOINN study the length of the links in order to determine if the length is different within the subgroup for each individual. This process requires the creation of subclasses within each cluster, which is done by using a set of functions that determines the threshold on which the creation of the subclasses is based. The SODTNN searches for cut-off points in areas that produce a significant rise in density. It does so by using the relationship between the total distance calculated from the distance matrix, and the distance from the minimum spanning tree. The matrix for distances $D$ is calculated by a determined measure of distance. In this case, the Euclidean distance was selected so that it would coincide with the measure used in different techniques.

1. Distance from tree $f^A(C,D) = \sum_{i,j} d_{ij}$, where $c_{ij} = 1, c_{ij} \in C, d_{ij} \in D$
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2. Distance between neurons in the tree \( f^T(D) = \sum_{i,j} d_{ij}, d_{ij} \in D \)

3. Calculate the final density \( f^D(C, D) = f^T(D) / f^A(C, D) \)

3.2 Average distance: block 3

Selecting the links for finding low density areas can be done by considering the distance of one neuron with respect to its parent in tree \( A \), and the average distance surrounding the neuron. The calculation of the latter distance is based on the distance that exists for each link of the subtree, where the depth is equal to the surrounding distance and centered on the neuron in question, and the number of neurons that exist in the subtree. Figure 2 illustrates the subtree, highlighted in the thicker lines to indicate the neuron that falls within 2 links. The root node of the tree is shown in red, while blue indicates the central node where the average distance with which it is related to the subtree will be calculated. The arrows represent the direction and magnitude of the position of the contiguous neurons. The magnitude depends on both the number of intermediate nodes to arrive at the blue node, and the respective distances.

Fig. 2. Subtree for neuron falling within 2 links

The algorithm is described as follows:

1. Given \( a_i \) is the neuron for the tree for which the average distance needs to be calculated, with \( i \in T \), where \( f^p(a_i) \) is the function that determines the parent node for \( a_i \), that is defined by \( f^p : A \to A \)

\[
 a_j \to f^p(a_i) = a_s \quad \text{Where } c_{si} = 1 \text{ and } c_{si} \in C
\]

2. Apply \( f^p \) recursively and select the root node \( a_r \) from subtree \( a_r = (f^p \circ \ldots \circ f^p)(a_i) \)
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3. Establish the group of nodes within the surrounding area of \( a_i \) \( A^e_i \subseteq A \) as follows

\[
A^e_i = \{ a_j \in A / \exists r \in \mathbb{N}, a_r = (f^p \circ \ldots \circ f^p)(a_j) \}
\]

4. Calculate the average distance for the node \( a_i \)

\[
f^m(A^e_i, D) = \frac{\sum_{a_j \in A^e_i} d_{ij} \cdot c_{ij}}{\# A^e_i}
\]

3.3 Division algorithm: block 3

The division algorithm is responsible for finding the connections between the low density neurons in order to separate the cluster. It considers the distance between the neurons and the resulting changes in density for the potential divisions. The process is described as follows:

1. Determine the cut-off point for the elements \( \alpha \), and the cut-off points for distance \( \beta \)
2. Initiate \( i = 1 \)
3. Select the greatest distance \( d_{jk} \in D / c_{jk} = 1 \) and remove the node from the tree \( a_k \in A \)
4. Given \( A_1, A_2 \) are the remaining trees after eliminating \( a_k \) and the connection with the parent node \( f^p(a_k) \) where \( T_1 = \{ s \in T / a_s \in A_1 \} \) and \( T_2 = \{ s \in T / a_s \in A_2 \} \) with \( T = T_1 \cup T_2 \), \( T_1 \cap T_2 = \emptyset \), \( C_1, C_2, D_1, D_2 \) for the corresponding link and distance matrices.
5. If \( \# T_1 / \# T \) or \( \# T_2 / \# T \) is less than \( \alpha \) go to step 13.
6. Calculate the average distance from the node for the tree \( a_k \) following the average distance algorithm

\[
d^m_{a_k} = f^m(A^e_{a_k}, D)
\]
7. Determine if the distance from tree node \( a_k \) and its parent is less than the average distance \( d_{sk} \leq d^m_{a_k} \cdot \beta \) where \( s \in T \) and \( a_s = f^p(a_k) \) go to step 13.
8. the density for \( T_1 \), \( T_1 \) and \( T_2 \) following the density algorithm \( f^D(C, D) \), \( f^D(C_1, D_1) \), \( f^D(C_2, D_2) \)
9. Calculate the new density threshold \( \delta(t+1) = f^D(C_1, D_1) + f^D(C_2, D_2) \) and the previous \( \delta(t) = f^D(C, D) \)
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10. If the value \( \frac{\delta(t)}{\delta(t+1)} < 1(\delta(0)/\delta(1) \cdot \rho) \) where \( \rho \) is constant, go to 12.
11. Finish
12. Re-establish the connection \( a_k \) with its parent node
13. If \( i < \#T \) calculate the value of \( i = i + 1 \) and go to step 2.

3.4 Update Algorithm: block 2

The neurons from the network that define the clusters are periodically updated in a way similar to the kohonen SOM. By updating automatically, the positions and connections of the neurons can be readjusted in order complete the division of the clusters. The network randomly selects an initial neuron and brings neighboring neurons closer in. The neuron is updated according to the hierarchy of the tree. The arrows in figure 2 indicate the direction and strength with which the neurons are brought closer to the selected neuron. The magnitude of the vector and the direction depend on the distance and neighborhood as indicated in the following algorithm:

1. Given \( k \in T \) with \( a_k \in A \) is the selected neuron, set the value of the neighboring radius \( r \)
2. Begin \( i = 1 \), \( a_s = a_k \)
3. Calculate the parent node from the current node \( a_i = f^p(a_s) \), obtain all the sons from \( a_i \) which are defined as \( A^1_{a_i} \)
4. For each instance \( a_j \in A^1_{a_i} \) update the coordinates for the neuron by following the equation for self-organizing maps
\[
x_j(t + 1) = x_j(t) + \eta(t) \cdot g(i,t) \cdot (x_i(t) - x_j(t))
\]
5. Where \( g(i,t) \) represents the neighboring function \( \eta(t) \) the learning rate [12].
\[
g(i,t) = \text{Exp}
\left[
-\frac{i}{N} \sqrt{(x_{j_1} - x_{s_1})^2 + \ldots + (x_{j_m} - n_m)^2}
\right]
\text{Max}\{d_{ij}\}
- \lambda \cdot \beta \cdot i \cdot t
\]
\[
\eta(t) = \text{Exp}
\left[-\frac{1}{\sqrt{\beta N}}\right]
\]
6. Where \( t \) is the iteration, \( N \) the number of elements from group \( \#A \), \( n \) is the dimension of the coordinates, \( x_{j_1} \) coordinate \( j \) for the neuron \( i \in T \), with \( a_i \in A \), \( \lambda \) and \( \beta \) the constants established for 1 and 5 respectively.
7. If \( i < r \) set \( a_s = a_i \) and increase \( i \)
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9. Use the same procedure to update the descendents $a_k \in A$ until reading depth $r$, $A_{a_i}^1$, $A_{a_i}^r$.

3.5 Entrenamiento

The training for the neural network is performed iteratively, as shown in Figure 1. Each of the clusters from the network is chosen in a sequential manner. The network training has an initial phase that is similar to self-organized maps, and neural networks such as GCS or ESOINN.

1. Initiate the entire cluster with the inicial group $G = \{P\}$ where $P$ contains all of the nodes from the network.
2. Establish the entire group to be analyzed $i = 1$
3. If $i \geq \#G$ go to ¡Error! No se encuentra el origen de la referencia.
4. Select the group to be analyzed $T = g_i$
5. Establish $j = 1$
6. Apply the Kruskal algorithm to create a minimal tree $A$, distance matrix $D$ and connection matrix $C$
7. Select a neuron from $T$ and execute the update algorithm on the element $T$
8. Apply the division algorithm on $T$. If $T$ divided $i = i - 1$
9. If $j < \beta N$, where $\beta$ is a constant and $N$ the number of terms for $T$, increase the value of $j$ and go to 8
10. If $i < \#T$ increase the value of $i$ and return to 3.
11. Finish

4. Results and Conclusions

In order to conclude the tests, both real data and fictitious self-generating data were used. The fictitious data was generated from various data distributions with different characteristics and homogeneity. Data was created and distributed homogeneously along a determined surface, and non-homogeneously along the surface of the data distribution. The data from the test was generated in 2D in order to facilitate the graphical representation of the results.

In order to confirm that the proposed SODTNN functioned properly, the clustering process was compared with other statistical techniques traditionally used for unsupervised clustering. In the first case, we selected a test case generated with fictitious data. Figure 4 shows the data that was generated manually for creating the clusters. A total of 6 clusters were used to create the groups. It is easy to see how elements from the different clusters overlap, from
A new clustering algorithm applying a hierarchical method neural network which it can be easily assumed that the error rate will not be low for the methods that are applied. For example, cluster 4 contains some data in the lower range that are considerably closer to the elements in cluster 6 than to many of the elements in their own cluster. Practically any clustering technique would associate those elements with group 6.

![Fig. 4. Sequence of clusters generated by the ANN. Total number of points 1080. Each colour represents a different cluster that was found.](image)

The images in Figure 5 show the classification process as carried out by the SODTNN network for the given test. The five images show the sequence of the clusters detected with successive iterations. The last image shows the different groups that were obtained with the neural network as the final classification. We can see how the elements from cluster 4 were incorrectly classified, as we expected. However, the classification performed with the SODTNN method is very similar to the original clustering of the data and corresponds in large part to what could be done manually.

![Fig. 5. Sequence of clusters generated by the ANN. Total number of points 1080. Each colour represents a different cluster that was found.](image)

Figure 6 illustrates the final classification obtained by the PAM, dendrogram, k-means, fanny, diana and clara clustering methods. For each of these methods, it was necessary to determine the number of clusters that we wanted to obtain, for which it was necessary to provide more information than with the SODTNN.
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According to the images, the classification of groups 4 and 6 is quite inaccurate for each of the different methods. This is because the methods tend to be based on models within the clusters that associate the elements with different groups. The classification of the remaining groups is more or less similar, given that the distribution of the calculated data favors assigning clusters through the selection of a particular model. With certain cases, such as Diana, K-means or dendrograms, the resulting classification is quite erroneous. PAM, fanny, agnes and Clara were capable of detecting different clusters, although they were not entirely accurate in detecting the limits of each one.

![Sequence of clusters generated by PAM, dendrograms, k-means, fanny, agnes, Diana, Clara in this order.](image)

It is evident that the neural network is more adept at detecting the different forms and the changes in density than the traditional methods. Additionally, it eliminates the expansion phase that the traditional neural networks generally require. Clusters 4 and 6 were placed such that certain elements would be closer to the centroids of other clusters, regardless of where the centroid was actually located. As a result, these methods are not capable of making a correct classification, while the neural network is in fact capable of adapting to these circumstances.

Secondly, we studied a real case from the UC Irvine Machine Learning Repository [13] regarding data for wines. The data within the range [0-1] was normalized in order to eliminate the scale factor and units. The classification process was then carried out. The percentage of success was as follows: 91.01%, 90.45%, 93.26%, 94.94%, 33.71%, 71.35% for the SODTNN, PAM, dendrogram, k-means, agnes and diana respectively. Fanny did not produce any results since it included data approaching 0. As we can see, the network provided results similar to the PAM, dendrograms and k-means methods, while the others provided worse
A new clustering algorithm applying a hierarchical method neural network results. In order to analyze the elements that the ANN and PAM classified incorrectly as compared to the dendograms and k-means, we created a 3D representation and applied a multidimensional scaling process to reduce the dimensionality. The results demonstrated that the errors were atypical elements that were located outside of both clusters that would have been eliminated with a filtering phase.

The results obtained with the SODTNN are promising. Nevertheless, we have detected several deficiencies in the case of elements that are distributed along very close parallel lines. Occasionally, the SODTNN is incapable of calculating the correct cut-off point for dividing clusters, thus functioning as a hierarchical algorithm for which the user must interpret the results. The results can be interpreted according to the distances from the cut-off points and the changes in density. In order to resolve this problem, we are working on defining criteria for a cut-off point based on the calculation of the densities of the clusters.
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