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Abstract

This paper describes a run-time monitoring system designed for same functionality systems installed in different places that use equivalent hardware configurations, but with slightly different implementations. These systems exhibit common characteristics. They are large software systems, they depend on hardware to execute theirs functions, and they are usually adjusted to meet new user needs. In this scenario it is unreasonable to assume that software testing will uncover all latent errors. Besides gathering information about a target program as it executes the run-time monitoring system proposed provides information about the target operating system and the target hardware in order to improve availability by reducing time to diagnose failures and provide a system with the reactive capability of reconfiguring and reinitializing after the occurrence of a failure. A case study for an Automatic Teller Machine system is discussed as an application of the run-time monitoring system and the results from this application are presented.

1. Introduction

Reliability and availability are essentials characteristics for computer systems operation. A run-time monitoring system contributes for improving reliability and availability, respectively, by continuous failure detection and by reducing time to diagnose failures. In most systems, the savings in ground support and maintenance costs offset the initial cost of hardware and software monitoring system in a year [2].

Savings in ground support costs are achieved by reducing manual diagnostic costs. The run-time monitoring system will automatically identify failures as they happen in normal operation. Thus, support personnel spend less time and money in troubleshooting failures. This also results in reduced turn-around times and improved system availability.

Section 2 describes the monitoring classification and approaches. Section 3 presents the run-time monitoring system architecture. Section 4 discusses a case study for an Automatic Teller Machine system. Section 5 presents the main results obtained from a run-time monitoring system application.
2. Background

Monitoring gathers information about a computational process as it executes and can be classified by its functionality. Dependability includes fault tolerance and safety. Performance enhancement includes dynamic system configuration, dynamic program tuning, and on-line steering. Correctness checking is the monitoring of an application to ensure consistency with a formal specification. It can be used to detect run-time errors or as a verification technique. Security monitoring attempts to detect security violations such as illegal login or attempted file access. Debugging and testing employs monitoring techniques to extract data values from an application being tested. Performance evaluation uses monitoring to extract data from a system that is later analyzed to assess system performance [15, 16]. We focus on two of these six functional areas: dependability, and debugging and testing. Furthermore, we can classify the monitoring approaches as hardware, software, and hybrid monitoring [15, 17].

Hardware monitoring requires an instrumentation of the hardware platform on which the target program runs. The monitoring system consists of the monitoring hardware and a software monitoring control module and is separated from the target system. The execution of the target program is monitored directly via the monitoring hardware, which is connected to the system buses without any embedded instrumentation code. The monitoring system and the target system do not share any computational resources. Consequently, the hardware monitoring approach causes no intrusion or minimum monitoring intrusion on the execution of the target program and is the most suitable approach for systems with stringent real-time constraints. The disadvantage of hardware monitoring is the cost and the inherent limitations of hardware. Hardware monitoring is usually machine dependent or at least processor architecture dependent [12, 15, 17].

Software monitoring requires an instrumentation of the application source code. The instrumentation code is inserted into the target program by means of instrumentation software. The generated events of interest are detected as well as processed by the target system. Because the monitoring system is part of the target system, software monitoring will introduce an overhead on the target system’s processing time and memory space, as a result of the execution of additional instrumentation code and the execution of event detection and event processing. This intrusion may change the event ordering and timing of the target program, which is unacceptable in many hard real-time systems. The advantage of the software monitoring approach is that it is flexible and requires no additional hardware [1, 15, 17].

In hybrid monitoring both software and hardware are used to perform monitoring activities. Hybrid monitoring approach employs software to specify the events to be detected in the monitored target program in conjunction with dedicated hardware devices to identify and to process these events. Hybrid monitoring approach brings together the non-intrusive nature of hardware monitoring approach and the flexibility of software monitoring approach. In this approach, the instrumentation code is executed as a part of the of the target system, while event detection and processing are performed by a separate monitoring hardware [6, 15, 17].

3. Run-time monitoring system

Monitoring target systems that do depend on hardware to execute theirs functions and must present high availability degree is the goal of the run-time monitoring system described in this paper. Thus, the monitored information includes the run-time behavior of the monitored program and pertinent information from the operating system, from the hardware platform and from the computing resource consumption.

The run-time monitoring system must attend to the following requirements: to monitor the target program execution, to collect target hardware platform information, to monitor the computing resource consumption, to increase the target system availability, and to be a flexible monitoring framework.

3.1. Monitoring approach selecting

Event detection and processing can be performed in a number of different ways, each of them causing a different amount of interference with the system under monitoring. The optimal solution for monitoring with respect to interference is a hardware monitor that is able to detect events without affecting the activity of the system under monitoring. This is accomplished usually by passively monitoring the target processor’s data, address, and control buses. However, most state changes of the software are not reflected by signals on externally accessible signal lines, but they result only in some on-chip operations. Often, a lot of different logical events are mapped to the same measurable physical event, for example, access to the same memory location from different contexts. If the internal state of the system context must be known to detect an event, software monitoring approach is needed.

To overcome these problems a hybrid approach could be used. This approach suffers the same architecture adaptability limitations as the hardware monitoring approach, though. So, the monitoring system ends up being target specific and therefore very expensive in the
most of cases. Besides that, the observations will be on a very low level of detail.

In order to test and debug a system at satisfactory levels of reliability we fundamentally need to observe the system. Including instrumentation code in the software (application and kernel), we can observe significantly more than possible with hardware monitoring approaches. Also, to properly execute this function, the monitoring system must be an integral part of the target system.

Thus, for most application domains, pure software monitoring seems to be the better solution. Different from hardware monitoring systems, software monitoring systems are easier to change, and many changes can be made without adding new components. When a system is replicated or located in a physical place that is hard to reach, it is far easier to make changes in software than in hardware. Besides that, software monitoring approach flexibility makes it possible to provide more information to programmers and to provide information in a more useful form.

3.2. Monitoring framework contributions

The monitoring framework intend to present the following main contributions:

1) To outline the run-time monitoring utilization importance: Besides being a useful testing and debugging tool, to improve availability by reducing time to diagnose failures and provide a system with the reactive capability of reconfiguring and reinitializing after the occurrence of a failure is the main goal of the run-time monitoring system [18, 21].

2) To collect hardware platform information: Sometimes a software error arises from a hardware failure. The more hardware technologies evolve the more difficult to reproduce all the system’s combinations of hardware components. In this context, hardware platform information can be valuable debugging information.

3) To monitor the computing resource consumption: During its execution, a system can face abnormal resources consumption and can fail in these stress conditions. Such conditions are hardly reproduced in laboratory. Incorrect use of resources, especially memory, can compromise the target system availability. Information obtained from the monitoring log files can be used to implement program mechanisms to treat these situations.

3.3. Architecture overview

The run-time monitoring system architecture presented in Figure 1 consists of five major components and some interactions between them. In the following, we identify the functionality of each component and describe the interactions among them.

The hardware information collectors are responsible for obtaining target hardware platform information. Every hardware subsystem (CPU, memory, disks, etc) has a specific hardware information collector module.

From this information we can improve the hardware management process, what means to evaluate the impact caused by an obsolete or faulty hardware component replacement, to follow up hardware component replacement, to determine the amount of equipment that supports new capabilities or enhancements like higher video monitor resolution and power energy save, to detect the use of hardware components not homologated, and to verify if hardware components are not being replaced for others with lower levels of performance and capacity.

The sensors represent the instrumentation code, they are small code stretches inserted in the target program in order to detect events of interest. A sensor observes the behavior of a small part of the target program state space. A sensor is activated by a change on the entity it is observing such program variables, functions calls, interruptions occurrence, etc. Thus, the sensors are placed in the points where changes in the entities under observation can occur.

The run-time monitor adopts the statically and manual instrumentation. That is, the programmer reads the program source code and inserts the sensors before the system is executed [7, 9].

Considering the event detection, whose occurrence is generated by the target operating system, as long as the source code of the operating system kernel is available, e.g. Linux, the code can be analyzed and the sensors can be placed at the right locations. Thus, this new-instrumented kernel can be used as the target operating system. As long as the kernel provides hooks, that means, debugging API, e.g. VxWorks, the operating system instrumentation can be done by using this API. If neither
approach is available, e.g. Windows NT, the operating system instrumentation must be done by using kernel device drivers.

The filter receives the events detected by the sensors and it is responsible for selection, reduction and storage of trace data pertinent to the events of interest. Event record descriptions and selection rules are used to specify the criteria for data selection and reduction. Thus, users can save only the events that match certain criteria. For example, one user may only want to save events generated by a specific process, or events generated at a specific time interval. The filter interprets the selection criteria and decides which event traces are to be kept and which are to be discarded.

Among the information associated to the events we can mention the following: source code file name, line number, event occurrence instant, event type (error, warning, or information), event source process identification and specific information like variable values and control flow information.

The monitoring script describes how the target system requirements are monitored. In order to monitor and to verify the fulfillment of the target system requirements, referring information about the events that occur in the target system and about the states covered for the target system execution must be collected and the relations between the events and the states must be explicitly specified in the monitoring script. For example, a system execution can be expressed in terms of its processes execution. So, one form to monitor the system execution is to verify if its processes are being executed correctly. Figure 2 shows a system composed of three processes Pa, Pb, and Pc that must execute in a specific sequence.

In this sequence of execution, the regions R1, R2, R3, and R4 represent states that must be crossed by the system inside specifics intervals of time: t1, t2, t3, and t4, respectively. If the system remains in some of the states represented by regions R1, R2, R3, and R4 for an interval of time bigger than the biggest value in the set t1, t2, t3, and t4, that means an error in the system execution.

Thus, monitoring the system execution with a sample period bigger than the biggest value in the set t1, t2, t3, and t4 is enough to verify the system execution. Figure 3 represents a monitoring script stretch used to verify the example discussed above. As shown in Figure 3, the sample period value for the state represented by region R1 is 40 seconds and the error code for this situation is E0h.

Figure 2. System execution example

Figure 3. Monitoring script stretch

The run-time checker verifies if a system execution belongs to a set of acceptable behaviors based on the requirements specification. This component congregates the information about event occurrence generated by the target system execution, the hardware platform information, and computing resource consumption information in order to check the target system execution.

The log information repository is responsible for the event occurrence information storage. It can be as simple as a buffer or a queue or as sophisticated as a relational database.

4. Case study

This case study presents the results obtained from the run-time monitor system utilization for an Automatic Teller Machine (ATM) system. The ATM system has been chosen as the target system because it must present high availability levels, it must be a reliable system, it depends on hardware to execute its functions, and it is usually adjusted to meet new user needs.

As shown in Figure 4, the monitoring system comprises the run-time monitoring system, a TCP/IP communication infrastructure (one instance per monitored ATM), and a remote monitoring user console.
The remote communication infrastructure represented in Figure 4 allow transferring log files from each monitored ATM system to the central monitoring console, transferring a specific monitoring script from the central monitoring console to a particular ATM system, and ATM remote initialization.

4.1. Target system description

As shown in Figure 5, an ATM system can be seen as a computer attached to some peripherals (journal printer, magnetic stripped card reader, cash dispenser, etc). The ATM system described in this case study uses Intel x86 architecture as hardware platform and Microsoft Windows 2000 as software platform. From the technical point of view, Windows 2000 can be considered one of the most difficult target operating system for instrumentation, as its monitoring tools are not sufficient to provide detailed traces of system events with accurate time-stamps, it does not include predefined hooks for installing sensor code (like VxWorks), and it is not available in source code (like Linux).

As the ATM system depends on hardware to execute their functions, the system design is based on WOSA/XFS (Windows Open Services Architecture Extensions for Financial Services) that defines a general architecture for access to service providers from Windows-based applications. Since these devices are often complex, difficult to manage and proprietary, the development of a standardized interface between them and both Windows-based applications and Windows operating systems can offer for financial institutions and their solution providers immediate enhancements to productivity and flexibility.

4.2. Target system monitoring requirements

In the target system requirements specification phase the following requirements have been chosen to be monitored: ATM system availability, peripherals reliability, hardware configuration, and resources consumption (CPU, memory, and disk space).

The ATM system availability can be measured by monitoring some events: abnormal processes sequence execution, time out from peripherals, deadlock, endless loop, abnormal use behaviors, loss of events and messages, etc.

Peripherals reliability can be measured by monitoring relating peripherals firmware versions to the errors presented by each peripheral model. Thus, adjusting maintenance efforts, peripherals reliability can be improved. Besides that, this function guarantees that only homologated peripherals are used.

The hardware configuration monitoring aims to guarantee the quality of service to the ATM system’s users, that is, to offer a satisfactory system performance. Also, hardware configurations below the minimum recomendation hardware configuration can result in errors whose analysis is difficult to make. So, the starting point for the debugging process is the minimum hardware configuration verification. In addition, this monitoring allow evaluating the impact caused by an obsolete or faulty hardware component replacement.

Finally, the CPU, memory, and disk space consumption monitoring aims to detect a bad use of the computing resources that can compromise the target system performance. Among the problems that can be detected we have: memory leakage, unnecessary generation of log information, exaggerated use of visual resources, unnecessary execution of code stretches, and use of inefficient code constructions, e.g. polling instead interruptions, messages or events. In addition, the computing resources monitoring can detect errors in the operating system execution.
4.3. Design and implementation

The hardware information collectors are implemented as a set of DLLs, one for each hardware subsystem (CPU, memory, disks, peripherals, etc) and the Registry of each equipment is used as hardware information repository data. In order to reduce the interference in the target system execution, the collection of hardware information is made during the system initialization and seeking a reduction in the network traffic this information is updated only when some alteration occurs. Figure 6 shows hardware information repository data.

![Figure 6. Hardware information repository data](image)

Sensors at target program level collect information such as source file name, line number in the source file, event occurrence time, event type (error, warning, or information), process identification and specific messages to monitor data variable values or control flow. Figure 7 shows sensor code example and Figure 8 shows an instrumented target program method.

![Figure 7. Sensor code example](image)

```c
// event type: error, warning, or information
#define EVENTLOG_ERROR_TYPE 0x0001
#define EVENTLOG_WARNING_TYPE 0x0002
#define EVENTLOG_INFORMATION_TYPE 0x0004

inline void ATMSensor(FILE *fp, int lineno, long long timestamp,
                       EVENTLOG_INFORMATION_TYPE,    
                       LOG_CARD_READER,              
                       "Beginning of CardRead method.");
```

![Figure 8. Instrumented target program method](image)

To reduce the interference in the target system execution, the instrumentation sensors code (at target program level and at target operating system level) are designed according the following rules: all function calls are replaced by the inline specifier, information associated to the events of interest are stored directly in a local memory and the number of system calls, instructions, access to the memory and execution in protecting states are reduced to the lowest possible amount.

The log information repository is implemented through the Event Viewer. This design option reduces the interference caused by the run-time monitoring system, once the log information is stored in memory. Also, Event Viewer has an intrinsic discrimination mechanism that allows seeing graphically error, warning, and information events. Finally, this component is available since operating system starting.

As previously discussed, the monitoring script is implemented as a XML file.

In order to guarantee that all events of interest can be monitored since system starting, the run-time checker is implemented as a set of operating system services and devices drivers. Thus, the run-time checker has unrestrictedly access to all system components.

4.4. Results

The ATM system makes over 500 different banking transactions types. So, excepting common operations (cash, balance verification, payments, etc), the users exhibit a very diversified profile, that is, even if a specific transaction presents an error, the great part of the ATM system's users can make their transactions normally. In this scenario, three forms to recovery errors can be used by the run-time monitoring system.
The first form comprises the system restarting after its reconfiguration, that is, once the run-time monitoring system detects a transaction that is causing an error, this transaction is deactivated and the system is restarted [18, 21].

The second form comprises only the system restarting for errors whose occurrence cannot be determined in a deterministic way. Typical errors like this are endless loops, deadlocks, exceptions, and abnormal use behaviors. Some behaviors can be classified as an abnormal use behavior. For example, if many ATM system’s users pass the magnetic stripped card to start a session and after that they deliberately abandon the session in the inquiry password screen, probably the touch screen is not working properly. Besides that, this recovery form covers errors related to strange hardware conditions (rare or transient device fault), limit conditions (out of storage, counter overflow, lost interrupt, etc), and race conditions [5].

Finally, the third form comprises peripherals restarting if events and messages are missed and excessive time outs from peripherals are occurring.

As shown in Figure 9, these three recovery forms had revealed efficient. In the unavailability ATM system curve we can see that ATM system unavailability had been decreasing at 0,06% per month. When the run-time monitoring system was introduced the unavailability fell down from values between 2,75% to 3,00% to values between 1,75% to 2,00%.

From the data gathered by the run-time monitoring system it is possible to verify if an error is associated to a particular peripheral and to focus the maintenance efforts in this peripheral. As shown in Figure 10, this approach produced a decrease in the tax of errors per peripheral.

In addition, as the run-time monitoring system collects hardware platform information, it is possible to make an ATM system inventory and thereby control all hardware components and software modules present in the ATM system. This feature has been shown very important for technical assistance personnel. As shown in Figure 11, this feature allows verifying if there is an ATM system making use of not homologated hardware components, to follow up a faulty hardware component replacement, and to know the ATM system profile.

![Figure 9. ATM system unavailability curve [8]](image)

![Figure 10. Errors per peripheral tax [8]](image)

![Figure 11. ATM system inventory](image)

5. Conclusions

The run-time monitoring system has reached its primary objectives. As seen in the case study, the ATM system availability has increased. Also, savings in ground support and maintenance costs have been achieved by reducing manual diagnostic costs and by reducing the number of errors that are not easily reproducible in laboratory conditions, once the system dynamic behavior is logged by the run-time monitoring system. Considering
a medium port development team (15 developers), where the average cost is almost US$ 25/hour/developer, and a reduction by 30% in the average time for debugging errors, run-time monitoring system has saved US$ 19,800/month diagnostic costs. Besides that, the overall system reliability has increased because peripherals operation monitoring allows increasing their reliability.

5.1. Run-time monitoring system interference

Another important result is the run-time monitoring system applicability. The goal in the run-time monitoring system design and implementation was the interference minimization as far as possible. However, as shown in Table 1, a benchmark realized on a 733 MHz Pentium III with 128 Mb of RAM and 10 Gb disk, outlined that the interference is significant.

Table 1. Run-time monitoring system interference

<table>
<thead>
<tr>
<th>Operation</th>
<th>Time Without Monitor</th>
<th>Time With Monitor</th>
<th>Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitoring at target program level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Write 1 kb file</td>
<td>839,68 µs</td>
<td>933,72 µs</td>
<td>11,2%</td>
</tr>
<tr>
<td>Read 1 kb file</td>
<td>238,71 µs</td>
<td>261,39 µs</td>
<td>9,5%</td>
</tr>
<tr>
<td>Inquiry a peripheral</td>
<td>193,64 µs</td>
<td>214,36 µs</td>
<td>10,7%</td>
</tr>
<tr>
<td>Create one registry key</td>
<td>81,38 µs</td>
<td>93,52 µs</td>
<td>14,9%</td>
</tr>
<tr>
<td>Monitoring at target operating system level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Map memory to user mode</td>
<td>3,64 µs</td>
<td>3,75 µs</td>
<td>3,0%</td>
</tr>
<tr>
<td>Install a device filter</td>
<td>2,28 µs</td>
<td>2,34 µs</td>
<td>2,6%</td>
</tr>
</tbody>
</table>

Despite this interference, the run-time monitoring system architecture proposed can be an attractive monitoring tool in order to support development and maintenance activities. Mainly for Windows 2000 equivalent operating systems that are not available in source code neither provides sufficient debugging API, but are an attractive software platform solution for many soft real-time and embedded systems solutions. Besides that, the run-time monitoring system contributes to increase the overall system availability and reliability [4].

5.2 Future work

The time needed to develop the run-time monitoring system (2,640 hours) represents 9.6% of the time needed to develop the ATM system (27,456 hours). Mainly, two factors contribute for this. First, some parts of the run-time monitoring system are device drivers and operating system services, whose development is considerably complex. Second, the run-time monitoring system test phase deserves special attention.

In this scenario, to transform some parts of the run-time monitoring system in Commercial-Off-The-Shelf (COTS) software modules would represent lower development costs and shorten development cycles. Two directions in which research must advance are target system intrusion analysis and testing methods for these COTS [11, 13].

Run-time monitoring systems are especially well suited to known, expected hazardous conditions. Detection of unexpected, hazardous scenarios is more difficult. The use of a run-time monitoring system to compare a system’s expected state with its sensed state and request action if the difference is unacceptable offers promise in this field. Besides that, run-time monitoring techniques can identify evolving conditions that may threaten the system, deviations from safety requirements, and operational usage that is inconsistent with the safety assumptions [13, 14].
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