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ABSTRACT

Diabetes is a major health problem in the United States. There is a long history of diabetic registries and databases with systematically collected patient information. We examine one such diabetic data warehouse, showing a method of applying data mining techniques, and some of the data issues, analysis problems, and results. The diabetic data warehouse is from a large integrated health care system in the New Orleans area with 30,383 diabetic patients.

Methods for translating a complex relational database with time series and sequencing information to a flat file suitable for data mining are challenging. We discuss two variables in detail, a comorbidity index and the HgbA1c, a measure of glycemic control related to outcomes. We used the classification tree approach in Classification and Regression Trees (CART®) with a binary target variable of HgbA1c > 9.5 and 10 predictors: age, sex, emergency department visits, office visits, comorbidity index, dyslipidemia, hypertension, cardiovascular disease, retinopathy, end stage renal disease.

Unexpectedly, the most important variable associated with bad glycemic control is younger age, not the comorbidity index or whether patients have related diseases. If we want to target diabetics with bad HgbA1c values, the odds of finding them is 3.2 times as high in those < 65.6 years old than those older. Data mining can discover novel associations that are useful to clinicians and administrators.
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1. Introduction

From the moment of birth to the signing of the death certificate, data are collected at almost every contact of each individual with providers of healthcare in the United States (and many other countries). These data include administrative, demographic, health status, clinical, pharmaceutical use, and financial details. Increasingly, data are abstracted from written records or entered directly at a workstation into an extensive health information system [20].

Clinical and financial healthcare data are massive. Uniform billing data are collected nationwide for discharges—tens of millions of records per year. Clinical data collected at any given institution are massive. When the National Academy of Sciences convened a conference on Massive Data Sets in 1995, the presentation on healthcare noted that “massive applies in several dimensions…the data themselves are massive, both in terms of the number of observations and also in terms of the variables…there are tens of thousands of indicator variables coded for each patient” [19]. Moreover, we multiply this by the number of patients in the United States, which is virtually the same as the population, namely hundreds of millions.

Extensive diabetic registries have existed for decades, some of which have evolved into data warehouses. Data mining techniques have recently been applied to them in an attempt to predict diabetes development or high-risk cases, to find new ways to improve outcomes, and to detect provider outliers in quality of care or in billing services [9,23,24,32,33]. We examine one such diabetic data warehouse, showing a method of applying data mining techniques, and some of the data issues and analysis problems.
2. Understanding the medical problem domain

The population of diabetic patients is important in healthcare for a number of reasons. It is large with 15.7 million people in 1998 or 5.9% of the population of the United States having diabetes, 8.2% of those 20 and older, and 18.4% of those 65 or older. In addition, the number is increasing rapidly as seen in figure 1, probably due to increasing obesity, decreasing exercise, and a recent change in the definition of diabetes to a lower glucose level. The economic impact is impressive: 1997 estimated direct medical costs of $44 billion and indirect costs of $54 billion for an economic cost annually of about $100 billion dollars [14]. One in every 7 healthcare dollars and 25% of the Medicare budget are spent on diabetic patients [6]. If cost savings can be achieved in diabetes, this can have a significant impact on healthcare spending.

The burden of suffering of diabetes, the seventh leading cause of death in the US, is sadly even more impressive. Death certificates indicate that diabetes contributes to 193,000 deaths annually, but this may be only 36% of the actual count according to one study [36]. Diabetes is the leading cause of new cases of blindness in adults aged 20 to 74 (as many as 24,000 become blind annually from diabetes), of end-stage kidney disease (33,000 diabetics start dialysis annually), and of leg amputations not related to injury (86,000 annually). Forty percent of new cases of blindness caused by diabetes were in the less than 65 age group in one study [12]. Diabetic patients are 2 to 4 times more likely to have a heart attack or stroke than a non-diabetic patient. Close to two-thirds of diabetic patients also have hypertension. The social effects are massive with disability among diabetics 2 to 3 times higher than non-diabetics [31], congenital malformation rates up to 10% in the 18,000 deliveries annually to women with preexisting diabetes if
preconception care is not provided to them, and deaths of newborns at rates 2 to 3 times higher than average for non-diabetic pregnancies [13].

Diabetes has been well studied, and many of the complications can be prevented. Early detection and proper treatment of diabetes can prevent up to 90% of blindness, and at least 50% of dialysis and amputations [13]. Because of the economic and clinical impact of the disease, a great deal of energy has been put into guidelines, best practices, optimization of care, and other management methods to improve outcomes and save money. In short, possibly all the easily seen low-hanging fruit has been picked already. In this paper, we take some next steps, using data mining, to identify factors that might further reduce the impact of diabetes.

The South has the highest incidence of diabetes per 1000 (35.3) compared with other regions (24.9-26.5) [1, Table 61]. The most recent report indicates that at least 365,000 or 8.4% of Louisiana residents 20 years and older have diabetes, and in Healthcare State Rankings for 2000, Louisiana ranked second worst in the nation in health indicators. Louisiana ranked worst in the nation in diabetes death rate—38.7 deaths per 100,000 population [24]. The State's 1999 data tables show a diabetes death rate of 68.9 for the City of New Orleans [28, Table 26.1]. This is likely due to New Orleans being the fattest city in the United States with 38% of adults being obese [8], and high fat foods beating exercise as a favorite recreation. With this high diabetic prevalence and mortality, it is an especially promising location to investigate a diabetic data warehouse.
3. Understanding the data

The owner of this private diabetic data warehouse is a large integrated healthcare system in the New Orleans area. It combines a 442 bed tertiary care hospital, a 500 physician multi-specialty clinic in 25 locations, one of the largest health plans in the state with 190,000 members, a graduate medical education division with 200+ residents/fellows in 25 residency/fellowship programs, and an active research division that includes an outcomes research group.

The diabetic data warehouse, as of August 2001, included 30,383 diabetic patients. Although the start and termination dates of insurance coverage are not in the data warehouse, the average time in program for active patients was 23.8 months during the 42-month period from Jan 1, 1998 through June 30, 2001. This was calculated as the time between the first and last services (clinic, hospital, lab, or medication fill date), and underestimates time in program since many continuity patients may not have had a service performed in the initial or last segments of the study period even though they were active patients.

Figure 2 outlines the data warehouse structure of the Oracle database along with the number of rows in each table. The database is set up so that the administrative group links the other 4 groups (clinic, hospital, laboratory, and medication groups). This paper will be limited to aspects of the administrative and clinic databases, and one laboratory test (Table 1).

Understanding the data also involves awareness of its limitations. These data were obtained for purposes other than research. Clinicians will be aware that billing codes are not always precise, accurate, and comprehensive in describing a patient’s diagnoses and
procedures. However, the codes are widely used in outcomes modeling. Our use of codes in a comorbidity index, below, should be robust. Epidemiologists and clinicians will be aware that important predictors of diabetic outcomes are missing from the database, such as body mass index (BMI), family history of diabetes, time since onset of diabetes, diet and exercise habits. These variables were not electronically stored and would require going to the paper chart and patient interviews to obtain.

BMI might be approximated by an ordinal labeling of patients as 0, 1, or 2 based on whether obesity billing (ICD9) codes are missing, there is an obesity code, or there is a morbid obesity code. However, obesity is not usually a billable diagnosis, so clinicians often do not list it or do so sporadically. This is one of the limitations of a database initially collected for billing and highlights the need to understand not only the data set but how it was collected, why it was collected, and the motivations of those doing the collecting. This will sometimes direct us to avoid some variables as unreliable (e.g., BMI via obesity codes) and consider other variables robust (e.g., comorbidity index below).

4. Preparation of the data

The importance of the data preparation step cannot be understated, since the value of later data mining or analysis steps depends on it. A key component is data transformation, from the relational structure of the diabetic data warehouse with its multiple tables, to a form suitable for data mining. Data mining algorithms most often are based on a single table, within which there is a record for each individual, and the fields contain variable values specific to the individual. We call this the data mining data table. The most portable format for the data mining data table is a flat file, with one line for each individual record. There will be a fixed number of fields (whether each is fixed
width or the fields are variable width with a specified separator is an implementation
detail). Some fields may be blank in any given line.

Most often, the data mining data table is constructed by one or more SQL
statements on the data warehouse, and the flat file output. The data mining software then
reads the flat file. We have taken this approach. Some data mining software has the
ability to address the data warehouse directly, thus skipping the intermediate step of a flat
file. The steps include:

- Review each table of the relational database and select fields to export.
- Determine the interactions between the tables in the relational database.
- Define the layout of the data mining data table.
- Specify patient inclusion and exclusion criteria, which will determine the number
  of records in the data mining data table. What is the time interval? What is the
  minimum and maximum number of records (e.g. clinic visits, or outcome
  measures) each patient must have to be included? What relevant fields can be
  missing and still include the individual in the data mining data table?
- Data extraction, including the stripping of patient identifiers.
- Sanity checks on the data mining data table, insuring, e.g., that the minimum and
  maximum of each variable make clinical sense.

In the data mining data table, the first 3 fields comprise the administrative
variables of CLINIC_NO, DOB, and SEX. We exclude those who do not have continuity,
declared as having at least two clinic visits. Any one given patient may have many office
visits, but these must all be placed on the same row. Therefore, the variables must be
transformed into summary data that contain the most useful information. This avoids
having 100 columns for clinic visit 1 through 100 with most rows just being populated in the first few columns. Since each visit has more than a dozen variables associated with it, this actually would mean having >1000 sparsely populated columns for office visits unless summary transformations are used.

Table 2 shows, for each of the three data warehouse tables, Admin, Clinic, Lab (col. 1) which fields are exported (col. 2). For each exported field or set of fields, the figure lists one or more fields in the data mining data table that are constructed from the exported field or fields (col. 3). Multiple—at least two—clinic and laboratory records will contribute to each record in the data mining data table.

While each of these variables needs to be explored in depth, we discuss two in more detail now, the comorbidity index and the average HgbA1c.

The comorbidity variable takes the diagnostic codes in the diabetes registry and converts them into one comorbidity column with one line per patient. We divide all the codes into the 17 categories of the ICD9:

001-139 Infectious and parasitic diseases
140-239 Neoplasms
240-279 Endocrine, nutritional and metabolic diseases, and immunity disorders
280-289 Diseases of the blood and blood forming organs
290-319 Mental disorders
320-389 Diseases of the nervous system and sense organs
390-459 Diseases of the circulatory system
460-519 Diseases of the respiratory system
520-579 Diseases of the digestive system
580-629 Diseases of the genitourinary system
We then label patients as having 1 through 17 of the categories they have been diagnosed into as a rough comorbidity index. For example, if someone had codes through their visits that fell into 5 of these groups, their comorbidity index would be a 5. Many comorbidity indexes, such as Charlson’s Index, are inpatient focused, whereas most of the diabetic patients in our study were never hospitalized. Thus, we agree with others who have found it valuable to use a physicians’ claims comorbidity index [18]. This is a simplified variant of that idea.

Handling time series medical data is challenging for data mining software. One example in our study is the HgbA1c value, the key measure of glycemic control that should be measured every 3 to 6 months in all diabetics. This is closely related to clinical outcomes and complication rates in diabetes. Healthcare costs increase markedly with each 1% increase in baseline HgbA1c; patients with an HgbA1c of 10% vs. 6% had a 36% increase in 3-year medical costs [6]. How should this time series variable be transformed from the relational database to a vector (column) in the data mining data table? A given diabetic patient may have many of these HgbA1c results. We could pick the last one, the first, or a median value. We could take an average. Since the trend over time for this variable is important, we could choose the slope of its regression line over
time. However, a linear function may be a good representation for some patients, but a very bad one for others that may, for example, be better represented by an upside down U curve. This difficulty is a problem for most repeated laboratory tests. In any event, some information will be lost.

In this study, we chose to use the average HgbA1c of all the results for a given patient and excluded patients who do not have at least 2 HgbA1c results in the data warehouse. As noted in the table above, we repartitioned this average HgbA1c into a 2-level categorical variable based on a meaningful clinical cut-point of 9.5. Experts agree that an HgbA1c >9.5 is a bad outcome, or a medical quality error, no matter what the circumstances [2].

Our final data mining data table had 15,902 patients (rows) and included the 11 variables listed in the table above. All of these patients had at least 2 HgbA1c tests and at least 2 office visits, the criteria we used for minimal continuity in this 3½-year period.

5. Data mining

There are many data mining methods. Here we used the classification tree approach as standardized in the CART software by Salford Systems. As detailed in [22, p. 343-347], the principle behind all tree models is to recursively partition the input variable space to maximize purity in the terminal tree nodes. The partitioning split in any cell is done by searching each possible threshold for each variable to find the threshold split that leads to the greatest improvement in the purity score of the resultant nodes. This is recursively done for each additional node. Hence, this is a monothetic process, that is, each node is split on just one variable, which may be a limitation of this method in some circumstances.
In CART’s defaults, the Gini splitting criteria is used, although one can opt for a number of other methods. Although this could recursively continue to the point of perfect purity which would sometimes mean only 1 patient in a terminal node, this overfitting of the data does not help in accurately classifying another data set. Therefore, we divide the data randomly into learning and test sets. The number of trees generated is halted or pruned back by how accurately the classification tree created from the learning set can predict classification in the test set. Cross validation is another option for doing this, though in the CART software’s defaults this is limited to n = 3000. This could be changed higher to use our full data set, but some CART consultants note “The n-fold cross-validation technique is designed to get the most out of datasets that are too small to accommodate a hold-out or test sample. Once you have 3,000 records or more, we recommend that a separate test set be used” [34]. The original CART creators recommended dividing the data into test and learning samples whenever there were more than 1000 cases, with cross validation being preferable in smaller datasets [11, p. 307].

The 10 predictor variables were used with the binary target variable of the HgbA1c average (cut-point of 9.5) in an attempt to find interesting patterns that may have management or clinical importance and are not already well known. CART 4.0 gives the tree in Figure 3 when the target variable is HgbA1c > 9.5 (0, 1), the predictors are age, sex, ER, OV, CMI, Lipid, HTN, CV, EYE, ESRD, and the software defaults are used except for testing via a random variable to separate learn and test samples.

The variables that are most important to classification in the optimal CART tree are listed in Figure 4, which is reproduced from the actual CART output. CART can be used for multiple purposes. Here we want to find clusters of deviance from glycemic
control. With no analysis, there is a 1052/7953 or 13.2% rate of bad glycemic control in the learning sample. This is the same as odds of 1 in 6.56. We want to find nodes that have higher rates or odds of bad glycemic control. The very first split in node 1 of the above tree is based on an age of 65.6 (CART sends all cases less than or equal to the cut-point to the left and greater than the cut-point to the right). In node 2 (<=65.6 years of age) we have bad glycemic control in 775/3987 or 19.4% or odds of 1 in 4.14.

If we look at the tree to find terminal nodes (TN) where the percentage of all the patients in those nodes have a bad HgbA1c that is even greater than the 19.4% true of those <= 65.6 years of age, we identify the TNs listed in Table 3 in the learning sample.

The purer the nodes we limit ourselves to, the less percentage of the overall population with bad glycemic control we get. With no analysis in the learning set, we can capture all 1052 patients with bad glycemic control but must target the entire group of 7953. When we limit ourselves to the purer node 2 in the above tree, we capture 775 or 74% of those with bad glycemic control by targeting only 3987 or 50% of the population who are < 65.6 years of age. If we limit ourselves to TN1, we capture 519 or 49% of those with bad glycemic control by targeting only 2185 or 27% of the population who are < 55.2 years of age. If we use more complicated criteria by combining TNs 1, 4, 6, and 8 we capture 563 or 54% of those with bad glycemic control by targeting only 2352 or 30% of the population. There are issues of resources and cost-effectiveness for managers to sort out in deciding upon intervention targets.

The classification error in the learning and test samples are substantial as evidenced in Tables 4, 5, and 6 where a quarter of the bad glycemic control patients are missed in the CART analysis. CART is doing a good job with the 10 predictor variables
it is given, but more accurate prediction requires additional variables. Our future work
will include additional hospital, lab, and pharmaceutical variables that should decrease
misclassification. This particular electronic record does not contain other key variables
such as BMI mentioned in section 3 above, and this will limit how low the
misclassification rate can be pushed down even with many other variables.

Adjustment to defaults in CART can give better results. For example, if the
splitting rule is expanded to include linear combinations with Gini, we get the smaller
tree in Figure 5. Note that the formula for splitting at the parent node is now
0.451*(AGE) + 0.893*(CMI) \leq 32.5576. This gives us TN1 where we capture 667 or
63% of those with bad glycemic control by targeting only 3011 or 38% of the population.
While this is mathematically attractive compared with some of the above choices, this is
a more complicated population for managers to target. Not only must managers identify
the persons (easy enough with computers), but they must get enough of a feel for what
the population characteristics are to know what interventions are likely to be helpful. This
is more intuitive for those who are < 55 or < 65 than it is for those who satisfy
0.451*(AGE) + 0.893*(CMI) \leq 32.5576.

6. Evaluation of the discovered knowledge

From this CART analysis, there is a clinically surprising observation. The most
important variable associated with a bad HgbA1c score is younger age, not the
comorbidity index or whether patients have related diseases. The first level of the tree
shows that just dividing people using an age cut-point of 65.581 years old, 19.4% of
younger people (n=3987) have a bad HgbA1c. This is 2.8 times the rate of bad HgbA1c
values in those who are older (7.0%, n=3966). In other words, those less than 65.6 years
old are almost 3 times as likely to have bad glycemic control than those who are older. This is surprising information to most clinicians. The age information for the learning group is shown in Table 7.

We see that those with bad HgbA1c values are 1052/7953 or 13.2% of all diabetic patients in the learning group. The odds of having a bad HgbA1c is 1052/6901 or 0.152. If we calculate the odds of a bad HgbA1c in the younger and older groups we can then calculate an odds ratio (OR). Going to the original data on all 15,903 patients we have the odds of a bad HgbA1c in the younger group (<=65.581 years old, n = 8000) is 1555/6445 or 0.241. The odds of a bad HgbA1c in the older group (n = 7903) is 557/7346 or 0.0758. Therefore the odds ratio that someone is less than 65.6 years old if they have a bad HgbA1c (average reading > 9.5) is 0.241/0.0758 or 3.18 [18]. The 95% confidence interval for this OR is (2.87, 3.53) using EpiInfo2000 (epidemiologic software that can be downloaded from the Centers for Disease Control and Prevention at www.cdc.gov/epiinflo/index.htm).

Similarly, the odds ratio that someone is less than 55.2 years old rather than > 65.6 years old if they have a bad glycemic control is (519/1666)/(557/7346) or 4.11 (3.60, 4.69)!

If we want to target diabetics with bad HgbA1c values, the odds of finding them are 3.2 times as high in diabetic patients < 65.6 years of age than those older and 4.1 times as high in those <55 than over 65. We can use the TN information in the previous section to identify the highest risk groups for having a bad HgbA1c, though the vast majority are simply diabetic patients who are less than 55.2 years of age. This is clinically important information because the younger group has so many more years of
life left to develop diabetic complications from bad glycemic control. This is especially helpful because this tells us which population to target interventions at even before we have the HgbA1c values to show us.

7. Using the discovered knowledge

It appears this surprising information, that younger age significantly predicts bad diabetic control, will be of assistance to clinic management in targeting more focused interventions. Physicians can be alerted to the high probability that younger diabetic patients will have poor diabetic control, and more organized follow-up of their glycemic control may be needed. Health maintenance organizations and public health workers may want to explore what educational interventions can be successfully directed to younger diabetics (<65, especially <55) who are 3.2 or 4.1 times as likely to have bad glycemic control than the geriatric diabetic patients.

Similar diabetic data mining studies in other geographic and cultural locations are needed to see if younger age significantly predicts bad diabetic control beyond the New Orleans area. If this were confirmed with multiple regional or national diabetic data warehouses, some of the interventions discussed above would have national significance well beyond the clinic that owns the data warehouse on which the initial study was performed.

We are actively data mining this diabetic data warehouse and expect to find additional useful information as we expand predictors to include multiple laboratory, hospital, and pharmaceutical variables. Target variables will also be expanded to include hospitalizations, costs, percentage of medications filled, and key clinical outcomes such as myocardial infarctions or cerebrovascular accidents.
Management will need to balance the cost effectiveness of targeting particular populations to improve outcomes with the realistic hope of success. For example, a simple cut-point of younger age is something that public health and clinical workers could easily use in developing useful interventions for this group. A complicated formula to identify those with poor glycemic control, even if mathematically more accurate, may not be helpful in knowing how to develop useful interventions in that population beyond what you would do for everyone.

8. Conclusions

Data mining is valuable in discovering novel associations that can prove useful to clinicians and administrators as noted above. However, areas that need further work to fully utilize data mining in healthcare include time series issues, sequencing information, data squashing technologies, and a tight integration of domain expertise and data mining skills.

We have already discussed time series issues. This has been investigated [24-32], but there is a great need to explore this further in healthcare data mining.

The sequence of various events may hold meaning important to a study. For example, a patient may have better glycemic control, manifested in improved HgbA1c values, especially when the patient had an office visit with a physician within a month of a previous HgbA1c. Perhaps this is meaningful information that implies that the proper sequence of physician visits relative to HgbA1c measurements is an important predictor of good outcomes. All this information is located in the relational database, but we must ferret it out by having in advance an idea that a sequence of this sort may be important and then searching for such associations. There may be many such sequences, involving
interactions between hospital, clinic, pharmacy, and lab variables. Regrettably, no amount of data mining will be able to extract sequence associations where we have not thought to extract the prerequisite variables from the relational database into the data mining data table. In the ideal data mining scenario, software could interface directly with the relational database and extract all possibly meaningful sequences for us to review, and domain experts would then sort through the list. This issue has begun to get attention [17] and will need to be addressed in future healthcare data mining.

It has been shown that a data squashing algorithm to reduce a massive data set is more powerful and accurate than using a random sample [16]. Squashing is a form of lossy compression that attempts to preserve statistical information [15]. In our study, we used all the data available in the CART analysis and did not sample. If a massive dataset were used, such as all diabetics in a nationwide Medicare database, memory and time constraints may require limitations on numbers of observations used. The newer data squashing techniques may be a better approach than random sampling in these massive datasets.

Transactional healthcare data mining, exemplified in the diabetic data warehouses discussed above, involves a number of tricky data transformations that require close collaboration between domain experts and data miners [10]. Even with ideal collaboration or overlapping expertise, we need to develop new ways to extract variables from relational databases containing time series and sequencing information. Part of the answer lies in collaborative groups that can have additional insights. Part of the answer lies in the further development of data mining tools that act directly on a relational database without transformation to explicit data arrays.
Acknowledgements: Leonard Medal helped with SQL statements. The CART software was funded by a grant from GlaxoSmithKline Pharmaceuticals. The Institutional Review Board at the institution that owns the diabetic data warehouse approved this study.
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Table 1. Selected variables of some subtables with the diabetic data warehouse

<table>
<thead>
<tr>
<th>ADMINISTRATIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLINIC_NO: Clinic number of patient</td>
</tr>
<tr>
<td>NAME: Name of patient</td>
</tr>
<tr>
<td>DOB: Date of birth</td>
</tr>
<tr>
<td>SEX: Sex of patient</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CLINIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>YEAR: Year of this clinic visit</td>
</tr>
<tr>
<td>MONTH: Month of this clinic visit</td>
</tr>
<tr>
<td>CLINIC_NO: Clinic number of patient</td>
</tr>
<tr>
<td>POS_CODE: Point of Service code describing type of visit</td>
</tr>
<tr>
<td>DOS_DATE: Date of clinic visit</td>
</tr>
<tr>
<td>DIAGNOSIS_CODE_1: 1st of the 4 ICD9 diagnosis codes for billing</td>
</tr>
<tr>
<td>DIAGNOSIS_CODE_2: 2nd of the 4 ICD9 diagnosis codes for billing</td>
</tr>
<tr>
<td>DIAGNOSIS_CODE_3: 3rd of the 4 ICD9 diagnosis codes for billing</td>
</tr>
<tr>
<td>DIAGNOSIS_CODE_4: 4th of the 4 ICD9 diagnosis codes for billing</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LABORATORY</th>
</tr>
</thead>
<tbody>
<tr>
<td>YEAR: Year of collection date</td>
</tr>
<tr>
<td>MONTH: Month of collection date</td>
</tr>
<tr>
<td>CLINIC_NO: Clinic number of patient</td>
</tr>
<tr>
<td>ACCESSION_TEST_SERIES: a control field used to uniquely identify the record.</td>
</tr>
<tr>
<td>COLLECTION_DATE: The collection date.</td>
</tr>
<tr>
<td>TEST_CODE_ORDERED: Test code that was ordered</td>
</tr>
<tr>
<td>TEST_CODE_PERFORMED: Test code that was performed</td>
</tr>
<tr>
<td>TEST_NAME: Name of the test</td>
</tr>
<tr>
<td><strong>Laboratory Dx (Subset of LABORATORY)</strong></td>
</tr>
<tr>
<td>-----------------------------------------</td>
</tr>
<tr>
<td><strong>YEAR</strong>: Year of collection date</td>
</tr>
<tr>
<td><strong>MONTH</strong>: Month of collection date</td>
</tr>
<tr>
<td><strong>ACCESSION_TEST_SERIES</strong>: A control field used to uniquely identify the record</td>
</tr>
<tr>
<td><strong>RESULT_ABBREV</strong>: Abbreviation used for the test result</td>
</tr>
<tr>
<td><strong>RESULT</strong>: The test result</td>
</tr>
</tbody>
</table>
Table 2. Transformed variables.

<table>
<thead>
<tr>
<th>Table</th>
<th>Data warehouse field</th>
<th>Data mining data table field</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Admin</td>
<td>Clinic_no</td>
<td>ID</td>
<td>Patient identifier is removed, ID is simply a record number 1,2,... in the data mining data table</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age</td>
<td>Transform DOB to age in years as of 1/1/2001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sex</td>
<td>Exclude those listed as “U” (unknown) or “?”—This was only 6 of &gt;30,000</td>
</tr>
<tr>
<td>Clinic</td>
<td>Clinic_no</td>
<td></td>
<td>For record linking</td>
</tr>
<tr>
<td></td>
<td>POS_code (point of service)</td>
<td>ER</td>
<td>Number of ER visits in the given time period</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OV</td>
<td>Number of office visits in the given time period</td>
</tr>
<tr>
<td></td>
<td>DOS_code (date of service)</td>
<td>(TBD)</td>
<td>The specific dates within the time period of interest when the ER or office visits occurred. There is sequencing and time-series information, but data mining software will not be able to utilize this without summary transformations. Use for this field is to be determined.</td>
</tr>
<tr>
<td>Table</td>
<td>Data warehouse field</td>
<td>Data mining data table field</td>
<td>Notes</td>
</tr>
<tr>
<td>-------</td>
<td>----------------------</td>
<td>-------------------------------</td>
<td>-------</td>
</tr>
<tr>
<td></td>
<td>Diagnosis_code_1-4</td>
<td>Comorbidity</td>
<td>Number of major body systems (1-17) listed as a diagnosis code. This can act as a rough comorbidity index. See details in text.</td>
</tr>
<tr>
<td></td>
<td>Lipids</td>
<td>Lipids</td>
<td>Is there a lipid disorder documented</td>
</tr>
<tr>
<td></td>
<td>HTN</td>
<td>HTN</td>
<td>Is there a hypertensive disorder documented</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>CV</td>
<td>Is there a CAD/PVD disorder documented</td>
</tr>
<tr>
<td></td>
<td>Eye</td>
<td>Eye</td>
<td>Is there retinopathy documented</td>
</tr>
<tr>
<td></td>
<td>ESRD</td>
<td>ESRD</td>
<td>Is there ESRD/CRF/CRI documented</td>
</tr>
<tr>
<td>Lab</td>
<td>Assesment_test_series</td>
<td></td>
<td>For record linking</td>
</tr>
<tr>
<td></td>
<td>HgbA1c (may have many different values from blood tests on various dates)</td>
<td>Av_HgbA1c</td>
<td>Summary measure of the average Hemoglobin A1c. A binary variable (0, 1) is created using a cut-point of 9.5 in the average HgbA1c.</td>
</tr>
</tbody>
</table>
Table 3. Terminal nodes with percentages of bad HgbA1c values greater than the first split with age less than 65.6.

<table>
<thead>
<tr>
<th>TN#</th>
<th>% w/bad HgbA1c</th>
<th># w/bad HgbA1c</th>
<th>N =</th>
<th>Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23.8</td>
<td>519</td>
<td>2185</td>
<td>age&lt;=55.231</td>
</tr>
<tr>
<td>4</td>
<td>30.8</td>
<td>8</td>
<td>26</td>
<td>(age&lt;=57.781) and (comorbidity&gt;6.5) and (ER&gt;3.5) and (lipid=1)</td>
</tr>
<tr>
<td>6</td>
<td>33.3</td>
<td>13</td>
<td>39</td>
<td>(age&gt;55.231) and (comorbidity&gt;6.5) and (ER&gt;3.5) and (lipid=0)</td>
</tr>
<tr>
<td>8</td>
<td>22.5</td>
<td>23</td>
<td>102</td>
<td>(65.581&lt;age&gt;=72.788) and (OV&lt;=47.5) and (ER&lt;=4.5) and (lipid=0) and (comorbidity&lt;=3.5)</td>
</tr>
<tr>
<td>total</td>
<td>23.9</td>
<td>563</td>
<td>2352</td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Classification error in learning sample.

<table>
<thead>
<tr>
<th>Class</th>
<th>N Cases</th>
<th>N Mis-classed</th>
<th>Pct Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1,052</td>
<td>262</td>
<td>24.90</td>
</tr>
<tr>
<td>0</td>
<td>6,901</td>
<td>2,873</td>
<td>41.63</td>
</tr>
</tbody>
</table>
Table 5. Classification error in test sample.

<table>
<thead>
<tr>
<th>Class</th>
<th>N Cases</th>
<th>N Mis-classed</th>
<th>Pct Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1,060</td>
<td>303</td>
<td>28.58</td>
</tr>
<tr>
<td>0</td>
<td>6,890</td>
<td>2,919</td>
<td>42.37</td>
</tr>
</tbody>
</table>
Table 6. CART analysis test sample classification table.

<table>
<thead>
<tr>
<th>Actual Class</th>
<th>Predicted Class</th>
<th>Actual Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>3971.00</td>
<td>2919.00</td>
</tr>
<tr>
<td>1</td>
<td>303.00</td>
<td>757.00</td>
</tr>
<tr>
<td><strong>PRED. TOT.</strong></td>
<td><strong>4274.00</strong></td>
<td><strong>3676.00</strong></td>
</tr>
</tbody>
</table>

**CORRECT**
- 0.576
- 0.714

**SUCCESS IND.**
- -0.290
- 0.581

**TOT. CORRECT**
- 0.595

Sensitivity: 0.576; Specificity: 0.714; False “0”: 0.071; False “1”: 0.794
Table 7. Learning group ages (mean, standard deviation) for HgbA1c values.

<table>
<thead>
<tr>
<th>Age</th>
<th>Group:</th>
<th>HgbA1c =&lt; 9.5</th>
<th>HgbA1c &gt; 9.5</th>
<th>All HgbA1c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean:</td>
<td>64.759</td>
<td>56.576</td>
<td>63.676</td>
</tr>
<tr>
<td></td>
<td>SD:</td>
<td>13.272</td>
<td>13.711</td>
<td>13.615</td>
</tr>
<tr>
<td></td>
<td>N:</td>
<td>6901</td>
<td>1052</td>
<td>7953</td>
</tr>
</tbody>
</table>
Captions

Figure 1 The rapid growth of diabetes in the United States

Figure 2 Diabetic data warehouse structure (K=1,000 and M=1,000,000)

Figure 3 CART tree output using defaults with target variable of HgbA1c > 9.5 (yes = 1, no = 0). Each decision node (1 to 12) lists the number of each target class (0,1) that goes to the left if the split criterion is met and to the right if it is not met. Each terminal node (-1 to -13) lists the number of each target class and what the node is classified as.

Figure 4 Variables most important to classification of target variable

Figure 5 CART tree output using Gini with linear combinations
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Figure 3
<table>
<thead>
<tr>
<th>Variable</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGE</td>
<td>100.00</td>
</tr>
<tr>
<td>OV</td>
<td>51.05</td>
</tr>
<tr>
<td>CMI</td>
<td>44.20</td>
</tr>
<tr>
<td>CV</td>
<td>16.03</td>
</tr>
<tr>
<td>LIPID</td>
<td>14.65</td>
</tr>
<tr>
<td>ER</td>
<td>7.12</td>
</tr>
<tr>
<td>HTN</td>
<td>0.60</td>
</tr>
</tbody>
</table>
Figure 5
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N = 4942, Class = 0
Class  N
0  4567
1  375