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Abstract—Bandwidth allocation techniques for control loops closed over communication networks are based on static strategies that ensure average control performance at the expense of permanently occupying the available bandwidth. We present a dynamic approach to bandwidth management in networked control systems that allows control loops to consume bandwidth according to the dynamics of the controlled process while attempting to optimize overall control performance. By augmenting the original state-space representation of each controlled process with a new state variable that describes the network dynamics, 1) the allocation of bandwidth to control loops can be done locally at run-time according to the state of each controlled process without causing overload situations and 2) control laws can be designed to account for the variations in the assigned bandwidth preventing the unexpected control performance degradation and even destabilization that would otherwise occur. Experimental data shows that this approach improves control performance with respect to the static strategy and uses less bandwidth.

I. INTRODUCTION

Modern embedded systems are expected to provide more functionality and better application performance within the available resources (battery, processor, bandwidth, etc) to avoid increasing costs. This is equally true for networked control systems, a special class of embedded systems, where sensors, controllers and actuators are interconnected using a common bus network architecture.

Traditionally, bandwidth allocation and scheduling techniques for networked control systems have been based on static strategies that ensure average control performance at the expenses of permanently occupying the available bandwidth. However, static techniques may not be efficient when changing conditions occur at the control application level or at the network level, because pre-assigned resources may be underutilized. Ideally, these underutilized resources could be made available to other applications to provide new functionality or otherwise improve performance.

We present an approach to dynamic bandwidth management in networked control systems that allows control loops to consume (or alternatively save) bandwidth according to the dynamics of the controlled process while attempting to optimize overall control performance. By augmenting the original state-space representation of each controlled process with a new state variable that describes the network dynamics, the technique we present provides the following two advantages.

The first advantage is that the allocation of bandwidth to control loops can be done locally at run time according to the state of each controlled process without causing situations of overload. For real-time systems with multiple control loops, resource allocation techniques based on state feedback pursuing control performance optimization have been presented previously [12]. However, the successful implementation of these techniques required that the state of each control loop be available to a central entity (e.g., a resource manager in the operating system [2]). For networked control systems, this would require that a master node continually receive messages about the state of all networked control loops. This may not be feasible in terms of network traffic and not practical for networks driven by protocols other than master-slave. The control approach to bandwidth management we present allows for a distributed and cooperative management of the available resources among all the control loops on the network.

The second advantage of our approach is that control laws can be designed to account for the variations in the assigned bandwidth preventing the unexpected control performance degradation and even destabilization that would otherwise occur. As can be concluded from the survey on control methodologies in networked control systems presented by Tipsuwan and Chow [16], sophisticated results in control theory are required in order to cope with the complexity derived from inserting the network into control loops. In our approach, by customizing the design of the control law according to the augmented state space representation (that includes a description of the network dynamics), we can design each controller directly applying classical control design techniques, which assures both stability and satisfaction of the required control performance specifications. Experimental data show that the approach we present saves bandwidth and improves control performance with respect to the traditional static strategy to bandwidth allocation in networked control systems.

II. RELATED WORK

While co-design of control and processor allocation/scheduling has received considerable amount of attention in the literature, allocation/scheduling on networked control systems is still an area that needs to be further explored.

A number of researchers have presented static scheduling strategies for networked control systems. Hong [5] presented a scheduling algorithm to determine data sampling times so that the performance requirement of each control loop is satisfied and the utilization of network resources is increased. Hong and Kim [6] presented an extension of this
algorithm to the bandwidth allocation of CAN. We focus on minimizing the network utilization while improving control performance. Branicky et al. [3] presented a static scheduling optimization approach based on scheduling and control co-design. Ling and Lemmon [9] presented a method for obtaining specifications on real-time schedulers that assures overall feedback system performance. The technique we present targets similar control performance optimization problems but for the case of dynamic bandwidth allocation.

Dynamic strategies for scheduling and control co-design in networked control systems can be also found in the literature. Walsh and Ye [17] presented a dynamic arbitration technique to grant network access to the control loop with highest error. Our approach is similar but focuses on bandwidth allocation rather than priority assignment. The approach presented by Liberatore [8] focuses on the middleware scheduling of network access through a polling scheme. Our resource allocation architecture does not require a master arbitrating the network access. The scheduling method presented by Park et al. [14] allows for sampling period adjustment to allocate bandwidth to other types of messages. Although the sampling adjustment is considered for the control analysis, it is not performed according to the dynamics of the control loop as we do. Otanez et al. [13] presented a system in which traffic for networked control systems is reduced using deadbands, an approach that demands a tradeoff between traffic and control performance. We aim at improving control performance while reducing bandwidth consumption, following the scheduling strategy presented by Yepez et al. [18] but in terms of bandwidth allocation.

III. SYSTEM ARCHITECTURE AND PROBLEM DESCRIPTION

The system we consider is a networked control system with $n$ control loops $c_1, c_2, \ldots, c_n$, each one in charge of controlling a plant (or controlled process). Each plant in closed loop $c_i$ can be specified by the following linear discrete-time system model [1] (where we assume full state availability)\(^1\).

$$\bar{x}_{i,n+1} = \Phi_i(h_i)\bar{x}_{i,n} + \Gamma_i(h_i)u_{i,n} \quad (1)$$

If the input $u_{i,n}$ is given by a state feedback control law designed according to (1), the new state-space representation of the system dynamics (including the process and the control law, i.e., closed-loop system) are given by (2), where $L_i(h_i)$ is the control law.

$$\bar{x}_{i,n+1} = \Phi_i(h_i)\bar{x}_{i,n} + \Gamma_i(h_i)L_i(h_i)\bar{x}_{i,n} \quad (2)$$

In (1) and (2), $h_i$ is the sampling period, which is obtained from the bandwidth $b_i$ to be assigned to each control loop according to (3), where $m_i$ is the time spent on the messaging required to perform each closed loop operation (which may include data exchange from sensor to controller, and from controller to actuator).

$$b_i = \frac{m_i}{h_i} \quad (3)$$

\(^1\)For the sake of simplicity, we shall omit the $i$ subscript when not required.

By assuming $m_i$ constant, any change in $b_i$ will directly imply a change in $h_i$ (and vice versa). Therefore, henceforth, either $b_i$ or $h_i$ will be used to denote bandwidth (or sampling period).

For each control loop, we assume that the required messaging to carry out all sensor-controller-actuator transactions is done within each sampling period (i.e., deadline is equal to the sampling period). We also assume a real-time network that guarantees all the deadlines upon any bandwidth allocation among all control loops.

Figure 1 illustrates the architecture we consider, where the distributed allocation problem to be solved is how to assign bandwidth $b_i$ to each control loop taking into account the state of each plant $\bar{x}_i$, obeying the following rationale: when a controlled process is in equilibrium, the control loop requires little bandwidth, but when the controlled process is affected by a perturbation, an increase on the assigned bandwidth will hasten system recovery, improving control performance.

![Networked control system architecture](image)

Fig. 1. Networked control system architecture

To solve the problem, the only global knowledge each control loop configuration has is the current network bandwidth utilization $B_c$. Therefore, by using $B_c$ and $\bar{x}_i$, each node must infer the appropriate sampling period $h_i$ (or bandwidth to be consumed, $b_i$) to improve the overall control performance (which is represented in Figure 1 by $BM$, bandwidth management). We assume that due to bandwidth limitations not all closed loops can simultaneously execute at the highest sampling frequency, providing the best possible control performance equivalent to what they would provide if each one had a dedicated network.

IV. LOCAL BANDWIDTH MANAGEMENT

In this section we introduce the approach of extending the state-space model of each networked plant in such a way that the bandwidth management can be done locally, at the network node, thus solving the problem posed earlier.

A. Extending State-space Models

If we extend the state vector of each system (1) with a new state variable $b$ aimed at describing the bandwidth management dynamics, the new process can be modeled by
equation (4).

\[
\begin{bmatrix}
\dot{x}_{n+1} \\
b_{n+1}
\end{bmatrix} =
\begin{bmatrix}
\Phi(h) & \alpha \\
\beta & \gamma
\end{bmatrix}
\begin{bmatrix}
x_n \\
b_n
\end{bmatrix} +
\begin{bmatrix}
\Gamma(h) \\
\delta
\end{bmatrix} u_n
\] (4)

In (4), \(\alpha, \beta, \gamma\) and \(\delta\) are matrices of suitable dimension to be specified, which will determine the relation of the bandwidth management dynamics \(b_n\) with the original state variables \(\dot{x}_n\), as further detailed in (5) and (6) respectively.

\[
\begin{align*}
\dot{x}_{n+1} &= \Phi(h)x_n + \alpha b_n + \Gamma(h) u_n \quad (5) \\
b_{n+1} &= \beta \dot{x}_n + \gamma b_n + \delta u_n \quad (6)
\end{align*}
\]

If input \(u_n\) is now given by a new state feedback gain \(L = [\ell_x, \ell_b]\) (as in (7)) designed according to (4), the extended model for the closed-loop system dynamics can be specified by (4) and (7).

\[
u_n = [\ell_x, \ell_b] \begin{bmatrix} \dot{x}_n \\ b_n \end{bmatrix} \] (7)

Note that the gain \(L\) in (7) is designed considering both process to be controlled (\(\dot{x}_n\)) and bandwidth dynamics (\(b_n\)). Therefore, the evolution of both type of variables (recall (5) and (6)) is determined by a combination of the two of them given by the controller gain.

B. Model Customization

The previous model (4) will allow each control loop configuration to obtain at each execution \(b_{n+1}\), its next bandwidth requirements (or sampling period). In order to specify the desired behaviour on the bandwidth management dynamics according to the original state variables, matrices \(\alpha, \beta, \gamma\) and \(\delta\) in (4) have to be adequately customized. Let us discuss some properties of the extended model, depending on these matrices.

- If \(\alpha \neq 0\), the dynamics of the original system are being modified (compare (1) and (5)), which is not a real choice. Consequently, \(\alpha\) should be 0. However, this does not mean that the bandwidth dynamics are not influencing the process evolution. Note that the control law designed using the extended model will be considering process and bandwidth, and the excitation input \(u_n\) in (7) depends on the control law and both variables \(\dot{x}_n\) and \(b_n\).

- If \(\delta \neq 0\), the input \(u_n\), which in closed-loop configuration will be given by the state feedback control, will affect the evolution of \(b_n\) (as it can be seen in (6)). However, since the control law is, by default, used to control only the process (original system (1)), we set \(\delta = 0\). However, this may be reconsidered if we want the control law to act on the new state variable.

Henceforth in the discussion, we assume \(\alpha = 0\) and \(\delta = 0\).

- If \(\beta = 0\) and \(\gamma = 1\), then, for each \(n\), \(b_{n+1} = b_n\) (see (6)). That is, no dynamics are specified on the network bandwidth.

- If \(\beta = 0\) and \(\rho(\gamma) < 1\), where \(\rho(\cdot)\) is the spectral radius, bandwidth will decrease at each iteration, tending towards 0, thus leading to a system with no bandwidth, which makes no sense.

- If \(\beta = 0\) and \(\rho(\gamma) > 1\), bandwidth will increase at each iteration, tending towards \(\infty\), thus leading to a system with infinite bandwidth, which is not realistic.

- If \(\beta \neq 0\) and \(\gamma = 0\), bandwidth evolution will depend only on the original state variables. Consequently, the more quickly these variables move, the faster will be the bandwidth dynamics, introducing abrupt and too frequent changes between consecutive bandwidth allocations. This may be undesirable for control systems because it would imply excessive switching between different closed loop modes (chattering), introducing performance degradation and destabilization [15].

- If \(\beta \neq 0\) and \(\gamma \neq 0\), the evolution of each control loop in the network (in terms of original process evolution and bandwidth management) will depend on the specific chosen values for \(\beta\) and \(\gamma\), which is the most desired choice. Recall that care must be taken when specifying \(\beta\) and \(\gamma\) in order to enforce smooth transitions between successive bandwidth allocations.

Therefore, the model we will consider is given by (8).

\[
\begin{bmatrix}
\dot{x}_{n+1} \\
b_{n+1}
\end{bmatrix} =
\begin{bmatrix}
\Phi(h) & 0 \\
\beta & \gamma
\end{bmatrix}
\begin{bmatrix}
\dot{x}_n \\
b_n
\end{bmatrix} +
\begin{bmatrix}
\Gamma(h) \\
0
\end{bmatrix} u_n
\] (8)

Although the extended model (8) is flexible enough to specify different types of dynamics, if any linear combination of \(\beta\) and \(\gamma\) does not satisfy the desired dynamics for the bandwidth management (new state variable), we can use nonlinear relations at the expenses of slightly increasing the complexity of the design of the control law, as we explain next.

C. Specification of the Bandwidth Management Dynamics

The bandwidth management mechanism has to obey the following specifications:

- For each control loop, the bigger the error (defined as the norm of its state variables (9)), the higher the bandwidth \(b_{i,n}\) (or the shorter the sampling period \(h_{i,n}\)) to be allocated.

\[
e_i = |\dot{x}_{i,n}| \] (9)

- For the set of networked control loops, a given constraint on the bandwidth utilization factor must be kept (10), where \(B_g\), the global bandwidth utilization factor (or network capacity), can be either the total available bandwidth or a desired portion.

\[
\sum_{i=1}^{n} b_{i,n} \leq B_g
\] (10)

Note that the two specifications may conflict because the first attempts to have locally higher bandwidth allocations while the second restricts the overall (global) bandwidth.

To express these specifications using the linear relation given by matrices \(\beta\) and \(\gamma\) in (8) is rather difficult. Instead, we define an heuristic function that mathematically behaves as required by our specifications, to be included in (8).

For each control loop, we define that at each closed loop operation, the next sampling period \(h_{n+1}\) (or bandwidth allocation) 1) is a function of the exponential of the original state variables \(\dot{x}_n\) (in order to ensure positive values with smooth transitions), and 2) takes into account the current and global bandwidth utilization factors, \(B_c\) and \(B_g\) (in order to fulfil the bandwidth utilizations constraint defined by (10)). Note that by knowing these factors, the available
(not occupied) bandwidth $B_a$ can be calculated as in (11) (recall (3)).

$$B_a = B_g - (B_c - \frac{m}{h_n}) = B_g - (B_c - b_n) \quad (11)$$

Using (11), that is, taking into account the available bandwidth, the shortest possible sampling period $h_{\text{short}}$ that can be assigned to a control loop is given by (12).

$$h_{\text{short}} = \frac{m_n}{B_a} \quad (12)$$

Therefore, the next sampling period can be calculated as in (13), where $h_{\text{long}}$ and $c$ are the longest possible period and the criticalness, both to be defined for each control loop. The criticalness determines how quick a control loop will increase or decrease its period according to error. Higher values for $c$ will imply more abrupt changes in the sampling period.

$$h_{n+1} = (h_{\text{long}} - h_{\text{short}}) e^{-c|h_n|} + h_{\text{short}} \quad (13)$$

Therefore, looking at (13), the following behaviour has been achieved. If there is no error ($|x_n| = 0$), then $h_{n+1} = h_{\text{long}}$. And if the error increases, the sampling period decreases (and vice versa). Note that calculating $h_{n+1}$ implies substituting (11) and (12) in (13).

Substituting in the extended model (8), the linear relation that would specify $b_{n+1}$ (through $\beta$ and $\gamma$) by the new equation specifying the bandwidth management dynamics (13) in terms of the sampling period, we obtain the model specified in (14), where $h_1$ stands for $h_{\text{long}}$ and $h_s$ for $h_{\text{short}}$. Note that (14) is nonlinear.

$$\begin{bmatrix} x_{n+1} \\ h_{n+1} \end{bmatrix} = \begin{bmatrix} \Phi(h) \cdot x_n \\ (h_1 - h_s) e^{-c|h_n|} + h_s \end{bmatrix} + \begin{bmatrix} \Gamma(h) \\ 0 \end{bmatrix} u_n \quad (14)$$

Therefore, the application of the extended model will require the use of nonlinear control design techniques. This is illustrated next.

### V. Application Example

In this section we present an instance of the extended model (14) for the Ball & Beam process, which can be represented by the linear discrete-time invariant state-space model given by (15).

$$\begin{bmatrix} x_{n+1} \\ x_{n+1}' \end{bmatrix} = \begin{bmatrix} 1 & h \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x_n \\ x_n' \end{bmatrix} + \begin{bmatrix} \frac{1}{2} h^2 \\ h \end{bmatrix} u_n \quad (15)$$

In equation (15), $x_n$ and $x_n'$ are the original state variables (that is, $x_n = [x_n^1, x_n^2]^T$ in (4)), and $h$ is the sampling period. The sampling period, which appears in the system and input matrices as a result of the discretization process (15) is a discrete-time model obtained via discretization of the continuous-time model), has no index because it is assumed constant. However, if we add the sampling period $h_n$ as a new state variable to obtain the extended model, $h_n$ will vary. Therefore, it will be necessary to assign the appropriate $n$-index to the $h$, which is $n+1$.

#### A. Extended Model

For the Ball & Beam process and taking into account a) its original model from (15), b) the generic extended model (14) and c) the bandwidth management dynamics specified by (13), its extended model is given by (16).

$$\begin{bmatrix} x_{n+1} \\ x_{n+1}' \end{bmatrix} = \begin{bmatrix} x_n + x_n' ((h_1 - h_s) e^{-c|h_n|} + h_s) \\ \frac{1}{2} h_s ((h_1 - h_s) e^{-c|h_n|} + h_s)^2 \\ (h_1 - h_s) e^{-c|h_n|} + h_s + \frac{1}{2} h_s ((h_1 - h_s) e^{-c|h_n|} + h_s)^2 \\ 0 \end{bmatrix} \cdot u_n \quad (16)$$

To simplify the notation in the next section, we compact (16) as in (17).

$$\begin{bmatrix} x_{n+1} \\ x_{n+1}' \end{bmatrix} = \begin{bmatrix} f_1(x_n^1, x_n^2, h) \\ f_2(x_n^1, x_n^2, h) \\ f_3(x_n^1, x_n^2, h) \\ 0 \end{bmatrix} + \begin{bmatrix} g_1(x_n^1, x_n^2, h, u) \\ g_2(x_n^1, x_n^2, h, u) \\ g_3(x_n^1, x_n^2, h, u) \end{bmatrix} \quad (17)$$

The nonlinear characteristics of the extended model of the Ball & Beam (16) do not impair the design of an appropriate control law, as we detail next.

#### B. Controller Design

In this section we summarize the design of a control law, based on linearization techniques [7].

In a small neighborhood of the equilibrium point, we approximate the nonlinear system by its linearization about the equilibrium point. Although this is the simplest technique, it does not guarantee that the system will be stable outside of the neighborhood. The controller design process is as follows:

- We obtain the linearized state space model about the equilibrium point $x^1 = 0$, $x^2 = 0$ and $h = h_1$, by constructing the Jacobian matrices of the system and input matrices of the nonlinear model (17) and evaluating them at the equilibrium point.

$$\begin{align*}
A &= \begin{bmatrix} \frac{\partial f_1}{x^1} & \frac{\partial f_1}{x^2} & \frac{\partial f_1}{h} \\ \frac{\partial f_2}{x^1} & \frac{\partial f_2}{x^2} & \frac{\partial f_2}{h} \\ \frac{\partial f_3}{x^1} & \frac{\partial f_3}{x^2} & \frac{\partial f_3}{h} \end{bmatrix} \\
B &= \begin{bmatrix} \frac{\partial g_1}{u} \\ \frac{\partial g_2}{u} \\ \frac{\partial g_3}{u} \end{bmatrix} \\
&= \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}
\end{align*}$$

- Using the linearized matrices $A$ and $B$, we design a control law using classical techniques such as pole placement (using a default longest period $h_1$), and verify that the control law applied to the nonlinear system keeps the system stable in the desired neighborhood of the equilibrium point.
C. Performance Analysis

The behaviour of the Ball & Beam process controlled in closed loop by a controller implementing the control law obtained using this approach can be seen in Figure 2. We show two scenarios depending on the criticalness parameter ($c$ in (13)). Figure 2 (a) corresponds to a non-critical control loop, with a small value of $c$, and Figure 2 (b) corresponds to a critical control loop, with a higher value of $c$. In each scenario, a control loop executing in isolation on a network varies its execution period (labeled as utilization factor) according to the changes in the controlled process (labeled as Output), without violating the global bandwidth utilization factor, $B_g = 0.8$. Since in each scenario there is only one control loop, the bandwidth utilization factor directly reflects the sampling period variation (recall equation (3)).

In each scenario in Figure 2 each Ball & Beam is affected by two perturbations (that change the outputs from zero), a big one at the beginning and a small one later on. Upon each perturbation, the control loop (which had a default longest period $h_1$ equivalent to a bandwidth utilization factor of $b = 0.2$) consumes more bandwidth (shortens its period), proportionally to the Ball & Beam output, according to the criticalness parameter. More abrupt changes in terms of utilization are made by the control loop with higher criticality, which at the same time affect the evolution of the process output.

For Figure 2 it is important to point out that although the execution frequency of the control loop implementing the control law varies, the control law was designed according to $h_1$, which is constant. Such application of the linearization technique ensures system stability, but does not guarantees good performance within the available resources.

To improve control performance (to shorten the deviation of the Ball & Beam and hasten system recovery with respect to zero), we also applied the linearization technique not only for $h_1$ but for the set of possible periods that may appear at run time and designed a set of control laws accordingly. At run time, depending on the control loop period, the corresponding control law is executed. Note that for such a system the stability can be analysed as presented by Dogruel and Özgüner [4]. In Figure 3 we show the Ball & Beam output and network utilization for the case of the control loop executing the set of control laws, designed with the same criticalness than the single control law of scenario 2 (Figure 2 (b)). As can be seen by comparing figures 3 and 2 (b) (note the difference among the axes in both figures), the performance when executing the set of controllers is improved in terms of both control performance (i.e., smaller deviation) and network bandwidth consumption (i.e., smaller pressure on the network).

VI. RESULTS

In this section we evaluate the effectiveness of the control approach to bandwidth management in networked control systems. We do so by using the following configuration: we simulated three control loops over a network that adaptively implemented the set of control laws obtained via linearization techniques for the Ball & Beam process (section V-B).

The desired global bandwidth utilization factor for the three control loops is $B_g = 97\%$ (thus reserving a percentage of bandwidth capacity of 3%). Each control loop

- is in charge of controlling a Ball & Beam modelled as in (16),
- is assigned different criticalness values ($c = 0.1, 1, 10$) for different runs,
- requires a messaging (and calculations) for each sensor-controller-actuator operation ($m_{i,j}$) of 0.135s,
- is allowed to choose sampling periods within 0.3s and 0.5s.

To provide a direct comparison with traditional static allocations techniques for networked control systems, we
implemented a baseline policy in which all controllers always share the available resources equally, that is, each control loop is given \( \frac{27}{8} \% \) of the bandwidth.

For the allocation policy we have presented and for the traditional one we ran the three control loops for 1 hour and randomly generated perturbations for each Ball & Beam with different average perturbations intervals. The distance between two consecutive perturbations intervals on the same system varies in such a way that the system may be continuously perturbed or almost never perturbed (thus capturing all possible scenarios). Figure 4 shows the analysis of control performance and bandwidth consumption of the dynamic allocation technique we have presented compared to the static, for the different criticalness values, and for the different perturbation intervals and. The data of Figure 4 is given as a percentage of the static case; any data above 0 means either improving control performance (black bars) or reducing bandwidth consumption (grey bars). The numbers above the bars are the different criticalness values (\( c = 10 \) implies an aggressive bandwidth management and \( c = 0.1 \) implies a timid management).

First of all, it is worth differentiating two scenarios in Figure 4. Up to perturbation interval 20s, intervals are short enough that all the available network bandwidth could be allocated to the control loops with a big value of \( c \) (e.g., 10). Beginning at perturbation interval of 20s, the intervals are long enough so that even with a big value of \( c \), a portion of the bandwidth is saved by the control loops when there is no error. Figure 4 shows that this second scenario is when the improvement in control performance is more significant. It is also worth mentioning that, for example, although with \( c = 0.1 \) there is no control performance improvement (rather a slight degradation), the bandwidth saving are significant. Therefore, adequately trading off control performance and bandwidth consumption is crucial. Finally, from Figure 4 we see that whatever the perturbation interval and the value of the criticalness parameter, the dynamic approach to bandwidth management always saves bandwidth compared to the static approach.

**VII. CONCLUSIONS**

In this paper we have presented a dynamic control-based approach to bandwidth management in networked control systems. The key assumption for the presented technique is that the information needed to decide each allocation is not centrally located, which impairs the application of known dynamic allocation techniques for processor time in real-time control systems. Rather, each allocation is decided locally, for each closed loop configuration, taking into account both the local plant dynamics and the global network dynamics.

We have shown experimental results that demonstrate that the application of our dynamic bandwidth allocation technique saves bandwidth and improves control performance with respect to the static technique traditionally used in networked control systems.
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