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Abstract

In this paper we present the adaptation of a compression technique, specially designed to compress large textual databases, to the peculiarities of web search engines. The (s,c)-Dense Code belongs to a new category of compression techniques [17,9] that allows fast and flexible search directly on compressed files. However, these methods are only suitable for large natural texts containing at least 1 megabyte, otherwise they would not achieve an attractive amount of compression.

In order to take advantage of the search capabilities of these techniques (they allow searches on compressed files up to eight times faster than searching on the plain versions [17]), we present a modification of the basic compression technique (s,c)-Dense Code to achieve reasonable compression ratios with small files, a requirement when we work with search engines.
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1 Introduction

With the rapid growth of the World Wide Web in the last few decades, search engines have become essential tools for finding any kind of information.
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Many search engines have been developed, and some common examples include AltaVista [2], Alltheweb [1] and Google [4]. There also have been developed some search engines specialized in providing services to specific communities (countries for example). Some of these search engines are tumba! [19] (Portugal), todocl [6] (Chile), todobr [5] (Brazil), vieiros [7] (Galicia), buscopio [3] (Spain). These search engines are an alternative to global search engines for locating information within the pages of those communities.

Most of these search engines use their own technology, hardware architecture, indexing techniques, storage strategies, etc., developed by their own designers. However, some common characteristics can be found in many of these search engines.

Among those common characteristics, we can find that search engines store the original web pages in order to build the snippet (short sentence inside the page including the searched pattern) that will be shown in response to a query. In many cases web pages are stored compressed, generally with tools based on Ziv-Lempel techniques [20,21]. In addition, they usually employ an inverted index where each word has an associated pointer which points to the compressed file where the word appears.

In order to build the response to a user query, first the inverted index is used to retrieve the list of documents that match the query. Then, after using a ranking strategy to obtain those pages with the highest rank, it is necessary to uncompress the file and use a search algorithm to find the first occurrence of the searched words to build the snippet.

Obviously, the response to a user query should be provided as soon as possible, introducing serious time restrictions on the process described above. Therefore, although the compression of web pages is an attractive method to save space, if the compression scheme does not allow the search for words directly on the compressed text, the retrieval will be less efficient due to the necessity of decompression before the search.

Recently, several researches have developed compression techniques that allow the search for words in the compressed text without decompressing it, in such a way that the search can be up to eight times faster for certain queries [17,9]. However, these techniques are designed for large natural language texts containing at least 1 megabyte in order to achieve attractive compression ratios. This is unacceptable for many search engines, where each web page is compressed individually and therefore, the files that should be compressed contain only tens or hundreds of bytes.

In this paper we present an adaption of a compression technique called (s,c)-Dense Code [9,10] in order to overcome the problem of the file size. The (s,c)-Dense Code is a statistical semi-static method. This means that
the compression is achieved by replacing each original symbol with a unique codeword. However, in order to reconstruct the original information, the compressed file should include the equivalence between original symbols and codewords. This is the main drawback of this technique since for small files this information requires an extra space that ruins the compression ratio. The main contribution of this paper is a modification in the way this information is stored in order to improve the (s,c)-Dense Code compression ratio with small files.

On the other hand, by adapting (s,c)-Dense Code to small files we show that its benefits, specially its search speed, make this technique suitable for search engines, an important variable in these environments.

2 Compression techniques

Classic compression techniques, like the Huffman character oriented code [13], or the well-known algorithms of Ziv and Lempel [20,21], are not suitable for textual databases. One important disadvantage of these techniques is the inefficiency of direct search for words or other patterns on compressed texts. Besides, compression schemes based on Huffman codes are not often used with natural language texts because of the poor compression ratios achieved.

The idea of Huffman coding is to compress the text by assigning shorter codewords to more frequent symbols. Traditional implementations of Huffman code are character based, i.e., they use the characters as the symbols of the alphabet. In [15] they use the words in the text as the symbols to be compressed. From a compression point of view, character-based Huffman methods are able to reduce English text to approximately 60% of their original size, while word-based Huffman methods are able to reduce them to 25% of their original size, because the distribution of words is much more biased than the distribution of characters.

One of the most successful compression techniques that allows direct search on compressed texts is Tagged Huffman Code [17]. It uses sequences of bytes as codewords, where the first bit of each byte is reserved to flag whether the byte is the first byte of a codeword or not. Hence, only 7 bits of each byte are used for the Huffman code. Although this has a price in terms of compression performance, as the compressed file grows approximately by 11%, the addition of the tag bit permits direct search on the compressed text by simply compressing the pattern and then using any classical string matching algorithm.

The (s,c)-Dense Code [9,10] is a compression technique that has all the properties of the Tagged Huffman Code, that is: exact search for words
and phrases directly on the compressed text using any known sequential pattern matching algorithm, efficient word-based approximate and extended searches without any decompression, and efficient decompression of arbitrary portions of the text. However, it has some advantages over Tagged Huffman, among them, the most important for us are that the (s,c)-Dense Code obtains better compression ratios and that it is faster during the compression and decompression processes. It obtains compression ratios around 30% of the original text when it has at least 1 megabyte. This requirement of size is the only drawback of this technique, that in the case of its application to search engines becomes a serious problem since, as we have already noted, the compressed files are too small (only a few KBs). We will show later how we have tackled this issue.

This technique is a generalization of a previous compression technique called End-Tagged Dense Code [11,14] that obtains better compression ratios, as well as a simpler and faster encoding, than Tagged Huffman.

### 2.1 End-Tagged Dense Codes

The End-Tagged Dense Code [11] is based on Tagged Huffman, but instead of using the flag bit to signal the beginning of a codeword, the flag bit is used to signal the end of a codeword. That is, the flag bit is 0 for the first bit of any byte of a codeword except for the last one, which has a 1 in its flag bit.

This change has surprising consequences. Now the flag bit is enough to ensure that the code is a prefix code (no codeword is a prefix of another codeword), regardless of the contents of the other 7 bits. Therefore, there is no need at all to use Huffman coding over the remaining 7 bits, it is possible to use all the possible combinations, as long as the flag bit is used to signal the last byte of the codeword.

Consequently, the computation of codes is extremely simple: it is only necessary to sort the vocabulary words by decreasing frequency and then sequentially assign the codewords. That is, the first word is encoded as 10000000, then second as 10000001, until the 128th as 11111111. The 129th word is coded as 00000000:10000000, 130th as 00000000:10000001 and so on.

### 2.2 (s,c)-Dense Codes

The (s,c)-Dense Code is a statistical semi-static prefix code. It is statistical because the word frequency distribution in the original text is used to assign codewords to original words. It is semi-static because once a codeword is assigned to a word, this assignment do not change, that is, a word is encoded always with the same codeword.
The (s,c)-Dense Code codewords are formed by a sequence of symbols from an alphabet of $2^b$ values, to be precise, symbol values will be between 0 and $2^b - 1$. Due to implementation restrictions each symbol is a byte, that is, $b = 8$ and therefore a codeword is a sequence of bytes.

The idea is to compress the text by assigning a specific codeword to each original word in such a way that words with highest frequency have shorter codewords and vice versa. The process of codification is performed by assigning sequentially a codeword to each word in the original text with respect to its frequency order, that in the case of the most frequent words will consist of only 1 byte, and in descendent order of frequency, words will be coded with two, three, etc., bytes.

End-Tagged Dense Code (the precursor of (s,c)-Dense Code) uses $2^{b-1}$ values, from 0 to $2^{b-1} - 1$, for all the bytes of a codeword except the last one (continuers), and uses the other $2^{b-1}$ values, from $2^{b-1}$ to $2^b - 1$, for the last byte of the codeword (stoppers).

However, for a given corpus with a specific word frequency distribution, it might be that a different number of continuers and stoppers could compress better than just using $2^{b-1}$ values for each group.

An $(s, c)$-Dense Code $(s + c = 2^b)$ assigns codewords of one byte to the $s$ most frequent words, two bytes to the next $cs$, three to the next $c^2s$, and so on. Note that $sc^{k-1}$ codewords can be coded using $k$ symbols. Digits between 0 and $c - 1$ are called “continuers” and those between $c$ and $c + s - 1$ are called “stoppers”.

It is clear that End-Tagged Dense Code is a $(2^{b-1},2^{b-1})$-Dense Code. A $(s, c)$-Dense Code can be made even more efficient by properly choosing the $s$ and $c$ values. Among all the possible sequences of continuers terminated by a stopper, for a given probability distribution the dense code is the one that minimizes the average codeword length.

In order to obtain the optimal $s$ and $c$ values for a given corpus, an algorithm was provided in [9,10]. It is outside the scope of this paper the description of this algorithm.

**Example 2.1** The codewords assigned to fifteen words by a $(2,3)$-Dense Code are as follows: $\langle 3 \rangle$, $\langle 4 \rangle$, $\langle 0, 3 \rangle$, $\langle 0, 4 \rangle$, $\langle 1, 3 \rangle$, $\langle 1, 4 \rangle$, $\langle 2, 3 \rangle$, $\langle 2, 4 \rangle$, $\langle 0, 0, 3 \rangle$, $\langle 0, 0, 4 \rangle$, $\langle 0, 1, 3 \rangle$, $\langle 0, 1, 4 \rangle$, $\langle 0, 2, 3 \rangle$, $\langle 0, 2, 4 \rangle$, $\langle 1, 0, 3 \rangle$ and $\langle 1, 0, 4 \rangle$. Obviously the codeword $\langle 3 \rangle$ will be assigned to the most frequent word, $\langle 4 \rangle$ to the second one and so on.

Note that a codeword does not depend on the exact probability of the original word, but just on its frequency order. In fact, given a word rank $i$, we can obtain on the fly its codeword with a few operations, so we do not need
to store the code, just only the sorted vocabulary in the compressed file. The reverse operation can be performed as well, that is, given a codeword, one can obtain the rank position of the correspondent word in the sorted vocabulary.

Finally, a compressed file will be composed of two parts. The first one is the sorted vocabulary, that is to say, the list of words that appear in the original text ordered by frequency. The second part is the compressed text itself, where each word was replaced by its codeword.

3 (s,c)-Dense Code applied to search engines

3.1 Compressing

In this section, we will show how a search engine can take advantage of the (s,c)-Dense Code since, as we have already pointed out, by using (s,c)-Dense Code the search engine can search a pattern directly on the compressed files in order to build the snippet.

The compression process begins with the computation of the optimal \( s \) and \( c \) values using the appropriate algorithm \[9,10\]. Since around the optimal value of \( s \) for a given corpus, the compression is relatively insensitive to the exact value of \( s \) (and \( c \)) [9], it is possible to compute such values from a large collection of web pages harvested from the web and maintain this \( s \) value for any web page compressed in the future. That is, instead of computing \( s \) for each web page, the system will always use this value of \( s \) in order to save computation time in the compression process.

We performed some empirical studies using web pages extracted from the tumba! search engine. In those studies, it was found that \( s = 166 \) was the optimal value.

However if we computed the code for the complete corpus, such code would be too large (for example, in the case of the whole corpus of web pages of tumba!, we would have to code 10260417 codewords, one for each word found in the corpus). This would have two consequences: firstly, this vocabulary would not fit in memory, and therefore the compress/uncompres time would be slow, secondly, the compression achieved would be low. This situation is due to the size of the vocabulary, that forces words with low frequency to be coded with long codewords. This could be inappropriate for a specific web page where one word could have a high frequency for that page, but a low frequency with respect to the whole corpus, therefore it would be coded with a long codeword, losing compression ratio. This idea can be generalized to any word with low frequency, that is, due to the big amount of words found, on average they would be coded with long codewords.

In order to attenuate this problem, as the web is divided in many web
pages, each one with a different vocabulary and with a different frequency distribution and, since each one generates a compressed file, we decided to divide the words found in the whole collection in two different vocabularies: a common vocabulary shared by all files with those words with the highest frequency with respect to the whole corpus and, a specific vocabulary for each file with some of the words that do not appear in the common vocabulary, as can be seen in Figure 1.

One must keep in mind that the original (s,c)-Dense Code technique stores the list of words of each text within the compressed file to be able to reconstruct the initial information. With this small modification, we save space, as the common vocabulary is shared by all the files and, therefore in most cases we avoid the repetition of the words with highest frequency in the specific vocabulary.

It addition, not all the words that do not appear in the common vocabulary are placed in specific vocabularies. That is, given the list of words in a file, some of them belong to the common vocabulary, some of them are in the specific vocabulary, but some of them are not coded and therefore, these words are not present in the vocabularies. This is because it is not worth assigning a codeword to those words with frequency=1 and to those with frequency=2 and only one character, therefore these words remain uncompressed. This unusual situation should be signaled placing a special codeword at the beginning and at the end of the uncompressed words. Hence, if we observe Figure 1, the vocabulary needed to uncompress ct3 can be obtained by linking together the common vocabulary (cv) and the specific vocabulary (sv3) and taking into account that some words are not coded.

After some experimental results to determine the best size of both vocabularies, it was found that the better results were obtained when the number of words in the common vocabulary plus the number of words in the specific vocabulary was up to the number of words that could be coded with two bytes (that is $s + sc$, approximately 15000 words).

3.2 Searching/Decompressing

Using the (s,c)-Dense Code, it is not necessary to uncompress the file to find a pattern. The only requirement is to find the codeword/s corresponding to the pattern to be searched (usually, several words in our case) and then use a conventional pattern matching algorithm, as it is explained below.

Let us suppose that we are searching for one word. In order to obtain the corresponding codeword, it is needed to find the pattern within the global vocabulary (the common and the specific vocabularies linked together). Supposing the common vocabulary is in main memory, the specific vocabulary
can be located in main memory in $O(v)$, being $v$ the size of the specific vocabulary. Thus, the codeword of the pattern can be found in $O(1)$ if the pattern is in the common vocabulary and in $O(v)$ if the pattern is in the specific vocabulary. Therefore, the search (of the codeword in the global vocabulary) can be performed in $O(v)$.

The common vocabulary is in main memory stored as a hash table, therefore the search of a codeword in the common vocabulary has a negligible cost. However, if the word is not in the common vocabulary, the specific one should be explored. This vocabulary is stored in the corresponding compressed file, hence it should be sought sequentially. In order to speed up future searches in the specific vocabulary, at the same time that is being sought, the specific vocabulary is stored in a hash table in main memory. In addition, as soon as the searched word is found in the vocabulary the seek ends, saving computation time. Future searches in the specific vocabulary can take advantage of the part of the specific vocabulary stored in the hash table, however if the new searched word is not present in the hash table, the sequential search in the compressed file should be continued (adding the new inspected codewords to the hash table).

Once we have the codeword/s corresponding to the searched pattern, we have to find the first occurrence of such codeword/s in the text in order to build the snippet. This search is performed by means of a classic pattern matching algorithm without any specific consideration, that is, considering the compressed text as plain text.

In general, classical pattern matching algorithms use a search window of the size of the pattern that is slid from left to right along the text, and the pattern is sought inside the window. The algorithms differ in the way in which the window is shifted and the pattern is searched.

We have chosen to use the Horspool algorithm [12], which is the one that
yields the best performance with a large alphabet [16], as that is the case since the 256 ASCII values are used as alphabet. With this approach the search is done backwards along the search window, reading the longest suffix of the window that is also a suffix of the pattern. This approach enables on average to avoid reading some characters of the text. The most famous algorithm using this technique is the Boyer-Moore [8] algorithm, which has been simplified by Horspool [12] and by Sunday [18].

The algorithm works as follows. For each position of the search window, its last character is compared with the last character of the pattern. If they match, the search window is verified backwards against the pattern until either the pattern is found or fail on a text character. Then, if the pattern does not match completely with the search window, whether there was a partial match or not, the window is shifted according to the next occurrence of its last character in the pattern.

Figure 2 shows an example using Horspool algorithm. In step 1 the last character of the window (a) matches the last character of the pattern. The verification continues backwards, and it fails on the next character (c ≠ r). Then, the window is shifted so that its last character (a) is aligned with the next occurrence of the same character in the pattern (shift = 3). In step 2 there is a fail in the last character of the pattern (b ≠ a) therefore the window is shifted according to its last character again (shift = 2). Finally, in step 3 the last character of the window matches the last character of the pattern. The window is verified backwards and an occurrence is found.

4 Empirical results

We have chosen randomly some files from a collection harvested from the web by tumba! to perform the empirical studies. Tumba! current technology and (s,c)-Dense Code were compared in terms of compression ratio and the time to build the snippet.

We have used tumba! since we are collaborating with the development team of this search engine. This allow us to access to the components of their system and then we only have to construct the software that implements our algorithms in such a way that it replaces the compressing module in the tumba! system. After that, we can make the empirical studies with the real web pages harvested by tumba!.

In Table 1 we present the original file size in bytes, and the compression size with both methods, tumba! and (s,c)-Dense Code. The last column indicates the compression ratio obtained by both methods. One must take into account that the size of the specific vocabulary explained in Section 3 is added to the
size of the compressed files using (s,c)-Dense Code.

Table 2 shows the time used to build the snippet by tumba! and by the new method using (s,c)-Dense Code as the compression technique and Horspool as the search algorithm. It can be seen that using (s,c)-Dense Code the time to build the snippet decreases significantly as there is no need to uncompress the file to search for the pattern within the file.

Observe that although (s,c)-Dense Code loses compression ratio when it is compared with tumba!, it reduces the time, which is an important variable in search engines in order to give a response to a user query as fast as possible. The modification of the (s,c)-Dense Code improves the results of the original version when it is applied to small files.

5 Conclusions and Future work

We have presented in this article an adaptation of a compression technique and a search algorithm as an alternative to those used by most search engines, that is, those based in Ziv-Lempel. Using (s,c)-Dense Code as the compression technique, direct search is possible on the compressed file saving the time needed to uncompress it.

However, despite the limitation of the (s,c)-Dense Code to compress small
files, a modification to tackle this problem was presented, adding a common vocabulary with those words with the highest frequency, that will be shared by all the files in the collection. This is the major contribution of this paper.

Some empirical results comparing the new method with tumba! were shown in terms of compression ratio and the time to build the snippet. The new technique does not improve tumba! when it comes to compression ratio, as the size of specific vocabulary (Section 3) is added to the size of the compressed file. On the other hand, the time needed to build the snippet decreases significantly when the new technique is used.

Despite the loss in compression ratio, the time reduction achieved makes these methods a suitable alternative to use with search engines, where response time is the most important variable. The compression ratio achieved by the modified (s,c)-Dense Code (around 50 %) is only 10 percent points worst than the tumba! ratios. However these results represent a good balance between search speed and compression ratio when we deal with search engines.

<table>
<thead>
<tr>
<th>File Name</th>
<th>Size (bytes)</th>
<th>compression ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Original</td>
<td>Tumba!</td>
</tr>
<tr>
<td>1069.txt</td>
<td>581</td>
<td>340</td>
</tr>
<tr>
<td>1065.txt</td>
<td>1629</td>
<td>846</td>
</tr>
<tr>
<td>1037.txt</td>
<td>2800</td>
<td>1369</td>
</tr>
<tr>
<td>1291.txt</td>
<td>4939</td>
<td>2113</td>
</tr>
<tr>
<td>1249.txt</td>
<td>5212</td>
<td>2324</td>
</tr>
<tr>
<td>5573.txt</td>
<td>6644</td>
<td>3597</td>
</tr>
<tr>
<td>3554.txt</td>
<td>7497</td>
<td>3900</td>
</tr>
<tr>
<td>4408.txt</td>
<td>8226</td>
<td>3779</td>
</tr>
<tr>
<td>2601.txt</td>
<td>9587</td>
<td>4517</td>
</tr>
<tr>
<td>7101.txt</td>
<td>10305</td>
<td>4983</td>
</tr>
<tr>
<td>135.txt</td>
<td>11253</td>
<td>4133</td>
</tr>
<tr>
<td>4081.txt</td>
<td>11608</td>
<td>5133</td>
</tr>
<tr>
<td>1358.txt</td>
<td>17668</td>
<td>6613</td>
</tr>
<tr>
<td>2276.txt</td>
<td>165552</td>
<td>62602</td>
</tr>
<tr>
<td>6428.txt</td>
<td>183179</td>
<td>72192</td>
</tr>
<tr>
<td>6200.txt</td>
<td>188755</td>
<td>69242</td>
</tr>
<tr>
<td>2161.txt</td>
<td>192884</td>
<td>71376</td>
</tr>
<tr>
<td>7391.txt</td>
<td>269294</td>
<td>105524</td>
</tr>
<tr>
<td>9916.txt</td>
<td>389547</td>
<td>148916</td>
</tr>
<tr>
<td>2439.txt</td>
<td>551392</td>
<td>195271</td>
</tr>
</tbody>
</table>

Table 1
Comparison of compression ratios.
Until now, the exact pattern is searched within the compressed text. In the future, these algorithms should be improved to allow the search for different versions of the pattern, for example, there should be a match whether the pattern is written in capital letters or in lower-case letters, with accents or not, etc.
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