Stochastic Analysis of Periodic Real-Time Systems*

José Luis Díaz†  Daniel F. García†  Kanghee Kim‡  Chang-Gun Lee¶  Lucia Lo Bello§  José María López‡  Sang Lyul Min‡  Orazio Mirabella§

Abstract

This paper describes a stochastic analysis method for general periodic real-time systems. The proposed method accurately computes the response time distribution of each task in the system, thus making it possible to determine the deadline miss probability of individual tasks, even for systems with maximum utilization factor greater than one. The method uniformly covers both fixed-priority scheduling (such as Rate Monotonic) as well as dynamic-priority scheduling (such as Earliest Deadline First) and can handle arbitrary relative deadlines and execution time distributions. The accuracy of the method is proven by comparing the results from the analysis with those obtained from simulations, as well as other methodologies in the literature.

1. Introduction

Traditional scheduling algorithms and analysis methods, such as processor utilization analysis [16, 11] and response time analysis [4, 19], focus on strict “hard” deadlines, by which a system is deemed schedulable only if every instance (called a job) of every task is guaranteed to meet its deadline. Although this deterministic timing guarantee is needed in hard real-time systems, it is too stringent for so-called soft real-time applications that require only a probabilistic guarantee that the deadline miss ratio of a task is below a given threshold. For such soft real-time applications, we need to relax the assumption that every instance of a task requires the worst-case execution time and analyze system behavior from a statistical point of view.

Progress has recently been made in the analysis of real-time systems under the stochastic assumption that jobs from a task require variable execution times. Research in this area can be categorized into two groups depending on the approach it takes to facilitate the analysis. The methods in the first group introduce a worst-case assumption to simplify the analysis (e.g., the critical instant assumption in Probabilistic Time Demand Analysis [18] and Stochastic Time Demand Analysis [7, 6]) or a restrictive assumption (e.g., the heavy traffic condition in the Real-Time Queueing Theory [12, 13]). Those in the second group, on the other hand, assume a special scheduling model that provides isolation between tasks so that each task can be analyzed independently of other tasks in the system (e.g., the reservation-based system addressed in [1] and Statistical Rate Monotonic Scheduling [2]).

In this paper, we propose a stochastic analysis method that does not introduce any worst-case or restrictive assumptions into the analysis, and is applicable to general priority-driven real-time systems. The method is general in the sense that it covers general priority-driven systems including both fixed-priority systems such as RM [16] and DM [15] and dynamic-priority systems such as EDF [16] (First In First Out is also covered since it is considered a special case of EDF where all the jobs have a constant relative deadline). The analysis method can handle any periodic task set consisting of tasks with arbitrary relative deadlines (including relative deadlines greater than the periods) and arbitrary execution time distributions.

The analysis method is based on Markov process modeling, which enables us to reason probabilistically about the steady-state behavior of the system even in the case of possible overload. It provides both analytical and numerical solutions for the deadline miss probabilities of tasks by
computing the complete probability function (PF) of the response time of each task.

The rest of the paper is organized as follows. In Section 2, the related work is described in detail. In Section 3, the system model assumed and the notations used throughout the paper are given. Section 4 describes the stochastic analysis method we propose and also explains various approximation techniques to reduce its computational overheads. In Section 5, we compare experimental results from the proposed analysis method with those obtained from simulations and other methodologies. Finally, in Section 6, we conclude the paper with directions for future research.

2. Related work

Several studies have addressed the variability of task execution times even in deterministic schedulability analysis. For example, a multiframe model was proposed by Mok and Chen [17] in which the execution time of a task may vary greatly from one instance to another assuming that this variation follows a known pattern. The pattern is given as a finite list of numbers, and the execution times of successive instances are generated from the list. From this model, new utilization bounds which improve those of Liu and Layland [16] are derived for fixed-priority preemptive scheduling. However, since this model is aimed at providing a deterministic timing guarantee, it is still pessimistic.

In the attempt to provide probabilistic guarantees to real-time tasks with variable execution times, some reservation-based models that provide isolation between tasks have been studied. These models include the reservation-based system addressed by Abeni and Buttazzo [1] and a modification of Rate Monotonic Scheduling proposed by Atlas and Bestavros [2], which is called Statistical Rate Monotonic Scheduling (SRMS). Both assume reservation-based scheduling algorithms so that the analysis can be performed as if each task had a dedicated (virtual) processor. That is, for each task, a guaranteed budget of processor time is provided in every period [1] or super-period (the period of the next low-priority task which is assumed to be an integer multiple of the period of the task in SRMS) [2]. Therefore, the deadline miss probability of a task can be analyzed independently of other tasks assuming the guaranteed budget. However, the stochastic analysis methods developed for these systems are not applicable to general priority-driven systems due to the adoption of non-priority-driven scheduling algorithms or the modification of the original priority-driven scheduling rules.

A more general approach is to model the system as a single server queue, and try to apply the results of classical queuing theory. The real-time system we are trying to analyze is made up of periodic independent tasks scheduled by a preemptive priority-driven scheduler on a uniprocessor. Apparently, this system is a multiclass queue in which each class has deterministic inter-arrival times and arbitrary service times (D/G/1). However, this model cannot account for the relative phases of the tasks, which influence the statistical distribution of the response times. Furthermore, the few results available for the relative phases of the tasks, which influence the statistical distribution of the response times. Furthermore, the few results available for the relative phases of the tasks, which influence the statistical distribution of the response times.

One extension of the classical queuing theory to deal with real-time issues was proposed in the Real-Time Queueing Theory [12]. This analysis method is flexible in that it is not limited to a particular scheduling algorithm and can be extended to real-time queuing networks. However, the analysis method assumes that the system is under heavy-traffic conditions. In addition, it only considers one class of clients, i.e., the interarrival times and execution times are identically distributed for all the tasks. This model does not fit well with the periodic task model.

Another approach to the statistical characterization of real-time systems is to extend an existing response time analysis, substituting the fixed execution times with random variables. Following this approach, Tia et al. [18] proposed the Probabilistic Time Demand Analysis (PTDA), which substitutes the sums of fixed execution times in the Time Demand Analysis [14] with convolutions of probability functions (PFs). In this way they can obtain the PF of the response time of a task assuming the worst-case scenario on the task release times, i.e., the critical instant. The analysis is restricted to the first activation of the task, since the deadlines cannot be greater than the periods. This assumption is also made in the Stochastic Time Demand Analysis (STDA) by Gardner [6], which extends the PTDA to cover systems where the deadlines may be greater than the periods. In this analysis, the probability of deadline misses is computed for each job released in the first in-phase busy interval, and the maximum of these probabilities is chosen as an upper bound on the probability of deadline misses for the corresponding task. Both analyses are based on the sum of random variables, and thus the use of convolutions to determine its PF. However, the analyses cannot address systems where the maximum system utilization is greater than one. In this case, the assumption that the busy interval starting at the critical instant will contain the worst-case response time is no longer valid, so the deadline miss probabilities computed by the analyses are not actual bounds.

Recently, Kim et al. [9] analyzed the stochastic behavior of a dynamic-priority system combined with an overrun handling mechanism called randomized dropping. Although this stochastic analysis method was developed to
compute the deadl...s of tasks for such a system, it can still be used for a “pure” dynamic-priority system. By modeling the system as a Markov process, it com-putes the stationary response time distributions of all the jobs in a hyperperiod (which is defined as a period whose length is equal to the least common multiple of the periods of all the tasks) and thus the response time distributions of all the tasks. However, it deals with dynamic-priority systems only and the derivation of the Markov matrix is complicated due to the abstraction of job groups and aggregated response times.

In this paper, we present a broader approach, which starts from the ideas of [18], [6] and [9]. We provide a simple derivation method for the Markov matrix and both analytical and numerical solutions for the response time distributions of all the tasks. We also describe a generalized framework to deal with both fixed-priority and dynamic-priority systems extending the concept presented in [9]. This model can be more easily understood starting from a simpler one, in which the system is not seen as a set of periodic tasks, but as a set of jobs released in a given sequence. Based on the simpler model, a systematic method to compute the response time PF of any job is developed and precisely described in [5, 8]. In Section 4.1, we will summarize this method in the more general context of a periodic task system, and will provide an overview of the whole stochastic analysis. Finally, note that our stochastic analysis is useful not only for soft real-time systems, but also for so-called probabilistic hard real-time systems [3], where a probabilistic guarantee close to 100% suffices.

3. System model and notation

The system is modeled as a set of $N$ independent periodic tasks $S = \{ τ_1, τ_2, ..., τ_N \}$, each task $τ_i$ being modeled by $(T_i, Φ_i, C_i, D_i)$, where $T_i$ is the period of the task, $Φ_i$ its initial phase, $C_i$ its execution time, and $D_i$ its relative deadline. The execution time is a discrete random variable* with a known probability function (PF), denoted by $f_C(·)$, where $f_C(c) = P\{C_i = c\}$. Since the value of $C_i$ is bounded, its PF can be stored as a finite vector of values $[f_C(C_{i\min}), ..., f_C(C_{i\max})]$.

Each task gives rise to an infinite sequence of jobs, and we will denote the $j$-th job of task $τ_i$ by $Γ_{i,j}$. The release time of job $Γ_{i,j}$ will be denoted by $R_{i,j}$. This time is deterministic and equal to $Φ_i + (j - 1) \times T_i$. Each job requires an execution time which is a random variable whose distribution is given by $f_C(·)$, and it is assumed to be independent of other jobs of the same task and those of other tasks.

The scheduling policy we assume is a general priority-driven one that assigns each job $Γ_{i,j}$ a static priority and schedules jobs according to this priority. The scheduler guarantees that the running job is the one with the highest priority among the ready jobs. We are not concerned with the policy used to assign priorities to jobs, as long as they are assigned in a deterministic way. This model includes well-known policies such as Rate Monotonic (RM), Deadline Monotonic (DM) and Earliest Deadline First (EDF). For fixed-priority policies, we will use $P_i$ to denote the priority assigned to task $τ_i$.

The response time of the job $Γ_{i,j}$ will be represented by $R_{i,j}$. This is a random variable, which can take different values with different probabilities. In the next section we outline a procedure which allows us to find the probability of occurrence of each possible response time for a given job, i.e. the probability function (PF) of the response time: $f_{R_{i,j}}(r) = P\{R_{i,j} = r\}$.

From the job response time PFs, the response time PF for any task can be obtained as the average of the response time PFs of the jobs belonging to that task. The task response time PF provides the analyst with significant information about the stochastic behavior of the system. In particular, it can be used to compute the probability of deadline misses for each task. The deadline miss probability $DMP_{τ_i}$ of task $τ_i$ can be computed from its response time PF as follows:

$$DMP_{τ_i} = P\{R_{τ_i} > D_i\} = 1 - P\{R_{τ_i} \leq D_i\}$$

4. Stochastic analysis

4.1. Overview

To compute the response time PF of each task, we have to know the response time PFs of the jobs belonging to it. However, since the number of jobs generated by a task may be infinite, it is not possible to consider all of them for computation of its response time PF. To address this problem, we observe that the arrival pattern of jobs within a hyperperiod is repeated for all the other hyperperiods. Thus, if some stochastic regularity is found at the hyperperiod level, we can restrict our analysis to a single hyperperiod, and say that the derived job response time PFs are applicable for other hyperperiods. In this case, the response time PF $f_{R_{τ_i}}(·)$ of task $τ_i$ is represented by the average of the response time PFs of all the jobs from the task in the hyperperiod. That is,

$$f_{R_{τ_i}}(r) = \frac{1}{m_i} \sum_{j=1}^{m_i} f_{R_{i,j}}(r)$$

where $m_i = T / T_i$ is the number of jobs from $τ_i$, released in a hyperperiod of length $T$.

To address stochastic regularity in hyperperiods, we first define the $P$-level backlog observed at time $t$ as the sum of the remaining execution times of all the jobs that have
priorities higher than or equal to $P$ and are not completed up to the time $t$. This random quantity is denoted by $W_B^P$. Then, we focus on the $P$-level backlog observed at the beginning of each hyperperiod $k$, denoted by $B_k^P = W_k^P$, and investigate the stochastic process defined as the sequence of random variables $\{B_k^P, B_{k+1}^P, \ldots\}$. We prove that this stochastic process is a Markov chain. In addition, a stationary distribution of the $P$-level backlog $B_k^P$ exists as long as the stability condition whereby the average system utilization is less than one is met. By deriving the Markov matrix that gives the transition probability $P\{ (B_k^P = t_1) \rightarrow (B_{k+1}^P = t_2) \}$ for any two states $t_1$ and $t_2$, we compute the exact stationary $P$-level backlog $f_{B_k^P}(\cdot)$, observed at the beginning of the hyperperiod.

Once the stationary $P$-level backlog $f_{B_k^P}(\cdot)$ is given, the stationary $P$-level backlog $f_{W_k^P}(\cdot)$ observed at any time within the hyperperiod can easily be calculated using the method explained in [5, 8]. Basically, by using two simple operations called convolution and shrinking, the $P$-level backlog $f_{W_k^P}(\cdot)$ at any time $t' > t$ can be calculated from the $P$-level backlog $f_{W_k^P}(\cdot)$ at time $t$. For example, let us assume a simple scenario in which a job with a priority higher than or equal to $P$ is released at time $t$ and there is no further release of jobs with a priority higher than or equal to $P$ in the interval $[t, t')$. In this case, the $P$-level backlog PF observed immediately after the release of the job, i.e., $f_{W_k^P}(\cdot)$, is obtained by performing convolution between $f_{W_k^P}(\cdot)$ and the execution time PF of the job. Then, the $P$-level backlog $f_{W_k^P}(\cdot)$ at time $t'$ is obtained by shrinking $f_{W_k^P}(\cdot)$, that is, shifting $f_{W_k^P}(\cdot)$ to the left $(t' - t)$ units and accumulating in the origin all the probability values defined for the non-positive time values. These operations are graphically shown through an example in Figure 1. Therefore, by iteratively applying convolution and shrinking to the stationary $P$-level backlog PF observed at the beginning of the hyperperiod, we can compute the stationary backlog PFs for all the jobs with priority $P$, observed at their release times.

In order to compute the response time of a job, it is necessary to know the job-level backlog, defined as the backlog due to jobs with priorities higher than or equal to the priority of that job, observed at a given time (usually the release time of the job). It is clear that, under a fixed-priority scheduling policy, the job-level backlog coincides with the $P$-level backlog, $P$ being the priority of the job under consideration. However, for dynamic-priority policies such as EDF, the method for obtaining the job-level backlog is different. In Section 4.4 we will deal with the general case.

It is possible to define a different hyperperiod length for each priority level $P$ by computing the LCM only for tasks with priority higher than or equal to $P$. This would reduce the computational cost of the method, but we will not use this approach in the text, in the interest of clarity.

For now, it is sufficient to know that the job-level backlog can be obtained from the system-level backlog, defined as the backlog due to all the jobs released before a given time (this can be regarded as a 0-level backlog). In the general case, then, the job-level backlog is different from the $P$-level backlog, so we need to introduce a new notation to differentiate between them. We will represent by $V_i,j$ the job-level backlog of the job $\Gamma_{i,j}$ present at its release time. Note that in the particular case of fixed-priority tasks, such as RM, we can say that $V_i,j = \bigcup_{1 \leq k \leq i} P_{\tau_k}$, being the priority of the task $\tau_k$ to which the job belongs.

After the job-level backlog PFs of all the jobs in the hyperperiod have been computed, we compute their response time PFs. For each job $\Gamma_{i,j}$, the response time PF can easily be calculated, since the response time $R_{i,j}$ is defined by the following equation

$$R_{i,j} = V_{i,j} + c_i + \sum_{1 \leq k \leq H} c_k$$

where $H$ is the set of all the jobs that may preempt $\Gamma_{i,j}$, i.e.,
the set of jobs released after time $\lambda_i \cdot t$ with a priority higher than that of job $\Gamma_{ij}$. Thus, the stationary response time PF $f_{R_{ij}}(\cdot)$ of $\Gamma_{ij}$ can be computed from the stationary job-level backlog PF $f_{B_{ij}}(\cdot)$ and the execution time PF $f_{E_{ij}}(\cdot)$ of $\Gamma_{ij}$ and the execution time PFs of the higher-priority jobs that preempt $\Gamma_{ij}$.

The response time PF is computed as follows. Let $\Gamma_k^i$ be the $k$-th job in $H$ (we assume $H$ to be ordered by the release times), and $\lambda_i^k$ the time that has elapsed between the release of $\Gamma_{ij}$ and that of $\Gamma_k^i$. First, we calculate the response time PF not considering any possible preemptions by the higher-priority jobs by convolving the job-level backlog PF $f_{B_{ij}}(\cdot)$ and the execution time PF $f_{E_{ij}}(\cdot)$ of the job $\Gamma_{ij}$. Then, iteratively, we calculate the response time PF that reflects all possible preemptions by $\Gamma_1', \Gamma_2', \ldots, \Gamma_k'$ by convolving the execution time PFs of $\Gamma_k'$ s, in turn ($k = 1, 2, 3, \ldots$), into the response time PF of $\Gamma_{ij}$. At each step, say $k$, the convolution is applied to the tail part of the response time PF being calculated, which is defined in the range $(\lambda_i^k, \infty)$, since the higher-priority job $\Gamma_k'$ may affect $\Gamma_{ij}$ only if $\Gamma_{ij}$ executes up to the release time of $\Gamma_k'$. In other words, at step $k$, the response time PF of $\Gamma_{ij}$ is calculated by (1) splitting the response time PF obtained at step $k - 1$ into the tail part defined for the range $(\lambda_i^k, \infty)$ and the remaining head part, (2) convolving the tail part and the execution time PF $f_{E_{ij}}(\cdot)$ of $\Gamma_k'$, and finally (3) merging the head part and the new tail part resulting from the convolution. Figure 2 shows this process graphically, for the $k$-th higher-priority job.

This process can also be more formally expressed through the following notation: let $f^1(\cdot)$ be a partial PF defined as the part of the PF $f(\cdot)$ which takes values in the interval $I$, as follows.

$$
f^1(r) = \begin{cases} 
f(r) & \text{if } r \in I \\
0 & \text{otherwise}
\end{cases}
$$

Also, let $R_{ij}^{k+1}$ be a random variable describing the response time of job $\Gamma_{ij}$ that reflects all the possible preemptions by the higher-priority jobs $\Gamma_1', \Gamma_2', \ldots, \Gamma_k'$ that can preempt $\Gamma_{ij}$ ($\lambda_i^k \leq \lambda_i^1 \leq \cdots \leq \lambda_i^k$). Then the response time PF $f_{R_{ij}^{k+1}}(\cdot)$ can be calculated from the response time PF $f_{R_{ij}^{k+1}}(\cdot)$ of $\Gamma_k'$ and the execution time PF $f_{E_{ij}}(\cdot)$ of $\Gamma_{ij}$. Then:

$$f_{R_{ij}^{k+1}}(r) = f_{R_{ij}^{k+1}}(0, \lambda_i^k) + \int_{f_{E_{ij}}(r)} f_{R_{ij}^{k+1}}(\lambda_i^k, \infty) \delta f_{E_{ij}}(r)$$

However, in order to obtain the deadline miss probability for each job $\Gamma_{ij}$, it is not necessary to calculate the complete response time PF, because $\mathbb{P}(R_{ij} > D_i) = 1 - \mathbb{P}(R_{ij} \leq D_i)$, and the probability $\mathbb{P}(R_{ij} \leq D_i)$ can be computed from the part of the response time PF defined in the range $[0, D_i]$. If, at step $k$, we find that $D_i \leq \lambda_i^k$ in the calculation of the response time PF, the calculation process can be stopped, and the exact deadline miss probability can be computed. Moreover, the calculation process can also be stopped when the response time PF obtained at some step $k$ reveals that the job $\Gamma_{ij}$ has a null probability of being running up to the release time of the next higher-priority job $\Gamma_{ij}'$ (i.e., $f_{E_{ij}}(\lambda_i^k) (\cdot)$ is zero).

In the following subsection, we will describe how to compute the stationary $P$-level (or system-level) backlog PF observed at the beginning of the hyperperiod, and then explain how to deal with dynamic-priority systems such as EDF in the job-level backlog PF computation. In the following description, note that, whenever we omit the superscript $\cdot$ in $B^k$, a priority level $P$ is implicit in the notation.

**4.2. Markovian modeling and stability**

The backlog at the beginning of the $k$-th hyperperiod is a random variable, whose distribution, in general, is different for each $k$. So, the sequence of random variables $\{B_k\}$ is a random process, which we will call the “backlog process”. We will show that this process is a Markov chain.

The PF of $B_k$ can be expressed in terms of the PF of
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\( B_{k-1} \) using conditional probabilities:

\[
P\{B_k = j\} = \sum_i P\{B_{k-1} = i\} P\{B_k = j \mid B_{k-1} = i\} \tag{3}
\]

Moreover, in our case, all hyperperiods receive the same sequence of jobs, in the same order, so the conditional probabilities \( P\{B_k = j \mid B_{k-1} = i\} \) do not depend on \( k \). That is to say, \( P\{B_k = j \mid B_{k-1} = i\} = P\{B_1 = j \mid B_0 = i\} \). Then, the PF of \( B_k \) depends only on the PF of \( B_{k-1} \), and not on those of \( B_{k-2}, B_{k-3}, \ldots \). This is the “memoryless” property of a Markov chain.

In this way, we can write Equation (3) in matrix form:

\[
b_k = P b_{k-1} \tag{4}
\]

where \( b_k \) is the PF of \( B_k \) in the form of an infinite column vector \( [P\{B_k = 0\}, P\{B_k = 1\}, \ldots]^T \), and \( P \) is the infinite Markov matrix, whose elements we will call \( b_j(i) \), defined as:

\[
P(i, j) = b_j(i) = P\{B_1 = i \mid B_0 = j\}
\]

Under stability conditions, the Markov chain is ergodic, and in this case the PFs of the random variables \( \{B_k\} \) converge towards a single stationary distribution as \( k \) approaches infinity.

The stability condition depends on the average system utilization \( \bar{U} \), which is defined as:

\[
\bar{U} = \sum_{i=1}^{N} \bar{C}_i / \bar{T}_i \tag{5}
\]

\( \bar{C}_i \) being the expected value of the execution time for the task \( \tau_i \).

Whenever \( \bar{U} < 1 \), the system is stable, and the sequence of random variables \( B_k \)’s converges towards a single random variable, whose PF is a vector usually denoted by \( \mathbf{\pi} \). This vector can be obtained as the unique solution of the equation \( \mathbf{\pi} = P \mathbf{\pi} \), with the additional restriction of \( \sum_i \pi_i = 1 \).

The condition \( \bar{U} < 1 \) assures the stability and convergence of the system, and thus the existence and uniqueness of \( \mathbf{\pi} \). This fact can be proved using Markov theory and “drifting conditions”, but it is simpler to approximate our model by a queue with a single server. A well-known result of queueing theory (see for example [10]) is that the system is stable if \( \rho < 1 \), \( \rho \) being a parameter of the queueing model, which can be shown to be equivalent to our \( \bar{U} \).

In order to obtain the steady state PF of the backlog, the equation \( \mathbf{\pi} = P \mathbf{\pi} \) needs to be solved. This, in general, is not an easy task, because the matrix \( P \) is infinite. However, due to the nature of our model, the matrix has a regular structure, which will allow us to provide a general method to obtain an analytical expression for \( \mathbf{\pi} \). Let us show the regularity present in \( P \).

Each column \( \mathbf{P}(., j) \) in the matrix \( P \) is the PF of the backlog at the end of the first hyperperiod, if the initial backlog was \( j \). Then, each column \( j \) in \( P \) can be calculated by setting the initial backlog equal to \( j \), and using the algorithm presented in Section 4.1 to obtain the PF of the backlog at the end of the first hyperperiod. For each different initial backlog value, we will expect to obtain a different PF for the final backlog, and so we will expect each column in \( P \) to be different. However, there exists an initial backlog value, which we will call \( r \), from which the PF of the final backlog is always the same, only “shifted” one position to the right. This means that after column \( r \), all the columns in \( P \) repeat the same values, only shifted down by one position. The general form of matrix \( P \) is thus:

\[
P = \begin{pmatrix}
  b_0(0) & b_1(0) & b_2(0) & \ldots & b_0(0) & 0 & 0 & 0 \\
  b_0(1) & b_1(1) & b_2(1) & \ldots & b_1(1) & b_0(0) & 0 & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots & b_2(1) & b_1(1) & b_0(0) \\
  b_0(m_r) & b_1(m_r) & b_2(m_r) & \ldots & b_0(m_r) & \ldots & \ldots & \ldots \\
  0 & 0 & 0 & \ldots & 0 & b_1(m_r) & \ldots & \ldots \\
  0 & 0 & 0 & \ldots & 0 & 0 & b_2(m_r) & \ldots \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ldots & \ldots \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ldots & \ldots \\
  \end{pmatrix}
\]

In particular, \( r \) is the maximum possible value of the idle time in any hyperperiod. It can be calculated as:

\[
r = T + \min_{i} W_{\min} - \sum_{i} c_{\min} \tag{6}
\]

where \( W_{\min} \) is the backlog at the end of the first hyperperiod in which all the jobs are released, assuming that the initial backlog is zero and all the jobs require their minimum execution time. \( W_{\min} \) is usually zero, unless most of the work is concentrated at the end of the hyperperiod.

Then, the \( r \)-th column of the Markov matrix \( P \) represents the PF of the final backlog in the case of the initial backlog being equal to the maximum possible idle time. In this case, the whole hyperperiod is busy, and so column \( r \) of \( P \) will be the convolution of the execution time PFs of all the jobs released in the hyperperiod, shifted \( (T-r) \) units to the left. An analogous reasoning applies when the initial backlog is \( (r+1) \), \( (r+2) \), and so on, because in all these cases the whole hyperperiod is a busy period. This is the reason for the regularity of matrix \( P \) from column \( r \) onwards.

Moreover, \( m_r \) is the index of the last non-zero element of column \( r \) in \( P \), and thus represents the maximum possible backlog which could appear when the initial backlog is \( r \). If the initial backlog is less than \( r \), the final backlog will be less than \( m_r \), and this is why the first \( r \) columns have zeros from row \( m_r \) onwards.


4.3. Solution approaches

Once the Markov matrix \( P \) has been derived, we can compute the stationary \( P \)-level (or system-level) backlog PF observed at the beginning of the hyperperiod with either an analytical or a numerical method. The analytical method gives the exact solution for the stationary \( P \)-level backlog PF while the numerical method gives approximated solutions. In the analytical method, we differentiate between the case where \( U_{\text{max}} < 1 \) from general cases, since in this special case the \( P \)-level backlog PF is equal for all hyper-periods, so there is no need to perform the Markov process modeling described in the previous subsection. In this case, we compute the exact solution without deriving the Markov matrix. For the general case, on the other hand, we compute the exact solution by deriving a finite set of equations that can completely describe the infinite stationary backlog distribution. To reduce the computational overheads required to compute the exact solution, we also introduce some approximation methods, which make a trade-off between analysis accuracy and computational overheads.

4.3.1 Exact solution when \( U_{\text{max}} \leq 1 \)

We will define the maximum system utilization \( U_{\text{max}} \), as the total utilization of the system calculated using the worst-case execution times of the jobs:

\[
U_{\text{max}} = \sum_{i=1}^{N} \frac{C_{i,\text{max}}}{T_i}
\]  

(7)

In the particular case where \( U_{\text{max}} < 1 \), the maximum amount of work generated in a hyperperiod will not exceed the hyperperiod length. In this case, the backlog observed at the end of the hyperperiod cannot increase without bounds. In fact, it can be proved that the backlog present at the end of the first hyperperiod in which all the tasks were released at least once, will be repeated at the end of any subsequent hyperperiod. In particular, if at time \( t = 0 \) all the tasks are released in-phase, then no backlog will be present at the end of the first hyperperiod, and thus all subsequent hyperperiods will start with a zero initial backlog.

In these particular cases, the stationary PF of the backlog observed at the end of the hyperperiods can be obtained by simple calculation of the backlog PF at the end of the first hyperperiod in which all the tasks are released at least once. Moreover, the backlog PF obtained in this case has a finite number of points.

Note that when \( U_{\text{max}} < 1 \), the system can be analyzed using classical response time analysis. Using the worst-case execution times of all the tasks, the worst-case response time can be calculated, and comparing this response time with each deadline, the feasibility of the system can be determined. However, if a profile of the execution times is used instead of a single worst-case value, the probability of deadline misses can be found, and, if this probability is small enough for its application, the system could still be feasible. An example of the benefits of a statistical approach to the problem is presented in [5].

4.3.2 Exact solution for the general case

Taking advantage of the regular structure of \( P \), we present a method for finding the complete stationary PF of the backlog, denoted by \( \pi \). Since this distribution has an infinite number of points, what we will obtain is the exact value of some starting points, and then the expression in closed form for the rest of the points.

The general form of \( \pi \) consists of a set of initial points, whose values depend on the parameters of the system, followed by an infinite tail which approaches zero in an exponential way. Actually, the tail is a sum of exponential functions, whose parameters depend only on convolution of all the execution times for all the jobs in the system. We call this solution “analytical” in the sense that a closed form of the solution is found. However, to obtain this solution, the method requires the roots of a polynomial to be found, and some numerical methods will be required nevertheless.

In order to make the method more understandable, we will introduce an example system and solve it “by hand”, giving indications about how the example can be generalized, instead of presenting a formal development of the general solution.

Let us consider the system shown in Table 1. For this system, the hyperperiod is 12. Task \( \tau_1 \) is released three times, and \( \tau_2 \) twice within the hyperperiod.

We will obtain the stationary distribution for the low-priority-level backlog, i.e., the PF of the backlog present at the beginning of any hyperperiod in the distant future. To do so, we need to construct the Markov matrix \( P \). This is done by computing the PF of the backlog at time \( T = 12 \), for different initial backlogs \( 0, 1, 2, \ldots \) up to \( r \). Each of these PFs will be a column in \( P \). In this example, the maximum possible idle time in a period, \( r \), is 5. The resulting Markov

| Task | \( T_i \) | Priority | \( C_i \)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_1 )</td>
<td>4</td>
<td>High</td>
<td>{1, 2} with equal probability</td>
</tr>
<tr>
<td>( \tau_2 )</td>
<td>6</td>
<td>Low</td>
<td>{2, 3, 4} with prob 0.2, 0.3 and 0.5</td>
</tr>
</tbody>
</table>

Table 1. A system example with \( U_{\text{max}} > 1 \)
matrix is:

$$
P = 
\begin{pmatrix}
0.8375 & 0.595 & 0.3275 & 0.13125 & 0.035 & 0.005 & - \\
0.13125 & 0.2425 & 0.2675 & 0.19625 & 0.09625 & 0.03 & 0.005 \\
0.03125 & 0.13125 & 0.2425 & 0.2675 & 0.19625 & 0.09625 & 0.035 \\
- & 0.03125 & 0.13125 & 0.2425 & 0.2675 & 0.19625 & 0.09625 \\
- & - & 0.03125 & 0.13125 & 0.2425 & 0.2675 & 0.19625 \\
- & - & - & 0.03125 & 0.13125 & 0.2425 & 0.2675 \\
- & - & - & - & 0.03125 & 0.13125 & 0.2425 \\
\end{pmatrix}
$$

As expected, the numbers in column $r$ are repeated in the following columns, shifted one position down. The index of the last non-zero element in the $r$-th column is what we called $m_r$ in Section 4.2, and its value is 7 in this example. Matrix $P$ always presents another regularity: from row $m_r + 1$ onwards, the values in each row are the same, only shifted one position to the right. Moreover, these values are the same as the coefficients of the $r$-th column. In effect, for this example this kind of regularity starts from row 2, but in general it is only guaranteed for row $(m_r + 1)$.

Equation $\pi = P\pi$ can be “developed” and gives rise to an infinite set of equations with infinite unknowns, which are the component $\pi_i$’s of $\pi$. This infinite set of equations can be divided into two subsets: a subset comprising the first $(m_r + 1)$ equations, and a second subset made up of the remaining equations. The last subset defines a recurrence relation between the components of $\pi$.

In our example, the first $(m_r + 1)$ equations are:

$$
\begin{align*}
\pi_0 &= 0.8375\pi_0 + 0.595\pi_1 + 0.3275\pi_2 + 0.13125\pi_3 + 0.035\pi_4 + 0.005\pi_5 \\
\pi_1 &= 0.13125\pi_0 + 0.2425\pi_1 + 0.2675\pi_2 + 0.19625\pi_3 + 0.09625\pi_4 + 0.03125\pi_5 \\
\pi_2 &= 0.03125\pi_0 + 0.13125\pi_1 + 0.2425\pi_2 + 0.2675\pi_3 + 0.19625\pi_4 + 0.09625\pi_5 \\
\pi_3 &= 0.03125\pi_0 + 0.13125\pi_1 + 0.2425\pi_2 + 0.2675\pi_3 + 0.19625\pi_4 + 0.09625\pi_5 \\
\pi_4 &= 0.03125\pi_0 + 0.13125\pi_1 + 0.2425\pi_2 + 0.2675\pi_3 + 0.19625\pi_4 + 0.09625\pi_5 \\
\pi_5 &= 0.03125\pi_0 + 0.13125\pi_1 + 0.2425\pi_2 + 0.2675\pi_3 + 0.19625\pi_4 + 0.09625\pi_5 \\
\end{align*}
$$

This makes a system of 8 equations with 13 unknowns. In general, there will be $(m_r + 1)$ equations with $(m_r + r + 1)$ unknowns. The remaining equations, provided by rows $m_r + 1$ and following, have a general form, due to their regularity. The general form, for $j \geq m_r + 1 = 8$, is:

$$
\pi_j = 0.03125\pi_{j-2} + 0.13125\pi_{j-1} + 0.24250\pi_j + \\
+ 0.26750\pi_{j+1} + 0.19625\pi_{j+2} + 0.09625\pi_{j+3} + \\
+ 0.03000\pi_{j+4} + 0.00500\pi_{j+5}
$$

Finding $\pi_{j+5}$ we obtain the following recurrence relation, which holds for $j \geq 8$:

$$
\pi_{j+5} = -6.25\pi_{j-2} - 26.25\pi_{j-1} + 151.5\pi_j - 53.5\pi_{j+1} + \\
- 39.25\pi_{j+2} - 19.25\pi_{j+3} - 6\pi_{j+4}
$$

The recurrence relation of Equation (8) can be put in matrix form:

$$
Q_{j+1} = A Q_j \quad j \geq 8
$$

where

$$
Q_j = (\pi_{j-2}, \pi_{j-1}, \pi_j, \pi_{j+1}, \pi_{j+2}, \pi_{j+3}, \pi_{j+4})^T
$$

$$
A = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
$$

The elements of the last row of matrix $A$ are the coefficients of Equation (8). Note that they are easily obtained from $\pi$ the $r$-th column of $P$. Using the matrix form, it is easy to see that $Q_0 = A Q_8$, $Q_10 = A^2 Q_8$, and in general, for $n \geq 8$, $Q_n = A^{n-8} Q_8$.

Since $A$ is diagonalizable, we can write $A = V^{-1} D V$, where $V^{-1}$ is the matrix whose columns are $v_1, v_2, \ldots, v_7$, the eigenvectors of $A$; $D$ is the diagonal matrix whose elements are $\lambda_1, \lambda_2, \ldots, \lambda_7$, the eigenvalues of $A$, and $V$ is the inverse matrix of $V^{-1}$. Once diagonalized, the operation $A^{n-8}$ is easy to compute, leading to the equation:

$$
Q_n = V^{-1} D^{n-8} V Q_8
$$

$$
= C_1 \lambda_1^{n-8} v_1 + C_2 \lambda_2^{n-8} v_2 + C_3 \lambda_3^{n-8} v_3 + C_4 \lambda_4^{n-8} v_4
$$

$$
+ C_5 \lambda_5^{n-8} v_5 + C_6 \lambda_6^{n-8} v_6 + C_7 \lambda_7^{n-8} v_7
$$

where

$$
(C_1, C_2, C_3, C_4, C_5, C_6, C_7)^T = V \cdot (\pi_0 \pi_1 \pi_2 \pi_3 \pi_4 \pi_5 \pi_6)^T
$$

The characteristic polynomial of $A$ is very easy to find, even without obtaining $A$, directly from the elements of column $r$ in $P$. It can be proved that its general form is:

$$
f(\lambda) = \left( \sum_{i=0}^{m_r} b_i (\lambda m_{r-i} - \lambda)^{m_r-i} \right) = 0
$$

Note that the degree of this polynomial is $m_r$, which can be proved to be equal to $T(U^{\max} - U^{\min}) + W^{\min}$.

In our example, the roots of this polynomial are $\lambda_1 = (-3.2976 + 1.825i)$, $\lambda_2 = (-3.2976 - 1.825i)$, $\lambda_3 = (-0.3099 + 3.0755i)$, $\lambda_4 = (-0.3099 - 3.0755i)$, $\lambda_5 = 1$, $\lambda_6 = 0.3476$ and $\lambda_7 = -0.1325$. Some of these have modulus greater than or equal to one. Looking at Equation (9) it can be seen that, if all $C_i \neq 0$, then $\pi_i \rightarrow \infty$ as $n \rightarrow \infty$, due to these eigenvalues, and the sum of the components of $\pi$ will be infinite. This is not the case, because the Markov
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chain is positive and thus the stationary solution has to be summable. This implies that the coefficients $C_1$, $C_2$, $C_3$, $C_4$ and $C_5$ which multiply these eigenvalues in Equation (9), must be equal to zero. This condition gives rise to five new equations.

In general, in the case of stability, the polynomial in Equation (10) has $r$ roots with modulus greater than or equal to 1, and so it always provides $r$ additional equations. This fact can be proved by applying Rouché’s Theorem.

To summarize, we now have a linear system with 13 equations, 8 from the first $m_r$ rows of $P$ and 5 from the condition of some $C_j$’s being zero, and 13 unknowns $(\pi_0, \ldots, \pi_{12})$. Nevertheless, the reader can check that the equation derived from $C_5 = 0$ is a linear combination of the others, and can be removed. In the general case, the equation derived from the eigenvalue 1, is always a linear combination of the others. Following the described method, we will end up with a system of $(m_r + r)$ equations and $(m_r + r + 1)$ unknowns. Since the number of unknowns is one more than the number of equations, we can put each of the first 12 components as a linear function of the first component $\pi_0$. We will not write these expressions here for the sake of brevity. The coefficient $C_j$’s are also a linear function of $\pi_0$. In this example we obtain $C_\pi = -0.00136 \pi_0$, $C_7 = -1.5057 \times 10^{-6} \pi_0$ (the remaining $C_j$’s are zero, guaranteeing the summability of $\pi$). If we use these values in Equation (9) we find the following general expression for any component of $\pi$, valid for $n > 8$

$$Q_n = -0.00136 \pi_0 v_6 (0.3474)^{n-8} - 1.5057 \times 10^{-6} \pi_0 v_7 (-0.1325)^{n-8}$$

(11)

Note that $v_6$ and $v_7$ are two eigenvectors, which were calculated directly from matrix $A$. So, the only unknown in the above equation is $\pi_0$. For any value of $\pi_0$, we obtain a complete vector $\pi$, which has the property $\pi = P \pi$. However, only one of these possible vectors is a PF (has a sum equal to 1). So, as a final condition, we impose $\sum_{i=0}^n \pi_i = 1$, and from this we can determine the required value for $\pi_0$.

This equation is easy to solve, despite the infinite summation, because the expression for $\pi_i$ is a convergent sum of exponentials, for $i > 6$.

Solving this sum and equating it to 1, we find the value of $\pi_0$ for this example, which is $\pi_0 = 0.738872$. From this, all the remaining values of $\pi$ can be computed. The first 13 components are obtained directly from the system of equations, and their values are shown in the last column of Table 2, rounded to the sixth decimal. The remaining components are calculated from the formula given in Equation (11), which, after substituting the values of $\pi_0$, $v_6$ and $v_7$, and taking one of the components of vector $Q_n$, leads to:

$$\pi_n = 10^{-4} (9.4311 \times 0.3474^n - 0.011 \times (-0.1325)^n)$$

valid for $n > 6$.

<table>
<thead>
<tr>
<th>$P_0$</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$P_{10}$</th>
<th>$P_{20}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0.637300</td>
<td>0.347938</td>
<td>0.346252</td>
<td>0.704997</td>
</tr>
<tr>
<td>1</td>
<td>0.637300</td>
<td>0.150000</td>
<td>0.150000</td>
<td>0.150000</td>
<td>0.150000</td>
</tr>
<tr>
<td>2</td>
<td>0.637300</td>
<td>0.347938</td>
<td>0.346252</td>
<td>0.704997</td>
<td>0.704816</td>
</tr>
<tr>
<td>3</td>
<td>0.637300</td>
<td>0.346252</td>
<td>0.347938</td>
<td>0.704816</td>
<td>0.704696</td>
</tr>
<tr>
<td>4</td>
<td>0.637300</td>
<td>0.346252</td>
<td>0.347938</td>
<td>0.704997</td>
<td>0.704816</td>
</tr>
<tr>
<td>5</td>
<td>0.637300</td>
<td>0.346252</td>
<td>0.347938</td>
<td>0.704997</td>
<td>0.704816</td>
</tr>
<tr>
<td>6</td>
<td>0.637300</td>
<td>0.346252</td>
<td>0.347938</td>
<td>0.704997</td>
<td>0.704816</td>
</tr>
<tr>
<td>7</td>
<td>0.637300</td>
<td>0.346252</td>
<td>0.347938</td>
<td>0.704997</td>
<td>0.704816</td>
</tr>
<tr>
<td>8</td>
<td>0.637300</td>
<td>0.346252</td>
<td>0.347938</td>
<td>0.704997</td>
<td>0.704816</td>
</tr>
<tr>
<td>9</td>
<td>0.637300</td>
<td>0.346252</td>
<td>0.347938</td>
<td>0.704997</td>
<td>0.704816</td>
</tr>
<tr>
<td>10</td>
<td>0.637300</td>
<td>0.346252</td>
<td>0.347938</td>
<td>0.704997</td>
<td>0.704816</td>
</tr>
<tr>
<td>11</td>
<td>0.637300</td>
<td>0.346252</td>
<td>0.347938</td>
<td>0.704997</td>
<td>0.704816</td>
</tr>
<tr>
<td>12</td>
<td>0.637300</td>
<td>0.346252</td>
<td>0.347938</td>
<td>0.704997</td>
<td>0.704816</td>
</tr>
</tbody>
</table>

4.3.3 Approximations

Truncation of matrix $P$ One possible approximation technique to compute the stationary system-level backlog PF is to truncate the Markov matrix $P$ to a sufficiently large square matrix $P'$, which was first introduced in [1]. Assuming that the infinite stationary distribution $\pi$ can be modeled with a finite vector $\pi' = [\pi'_0, \pi'_1, \ldots, \pi'_n]$, we can lead to the following equation from $\pi = P \pi'$.

$$\pi' = P' \pi'$$

where $P'$ is an $(n+1)$-by-$(n+1)$ matrix consisting of the component $P(i, j)$'s $(0 \leq i, j \leq n)$ of the Markov matrix $P$. The resulting equation is an eigenvector problem, from which we can calculate the approximated solution $\pi'$ with a numerical method. Among the calculated eigenvectors, we can choose as the approximated solution an eigenvector whose corresponding eigenvalue is equal to or sufficiently close to 1. In order to obtain a good approximation of the stationary distribution $\pi$, the truncation point $n$ should be increased as much as possible, which makes the eigenvalue converge to 1. Note that, by choosing an appropriate truncation point, we can achieve a trade-off between analysis accuracy and the computational overheads required to solve the corresponding eigenvector problem. The choice of a convenient truncation point is an open issue.

Iterative approximation Another approximation technique to obtain the stationary system-level backlog PF, which does not require derivation of the Markov matrix $P$, is the simple iteration of the algorithm which computes the PF of the backlog at the end of the hyperperiod. For the example presented in Section 4.3.2, the results of successive iterations are shown in Table 2. It can be seen that each point of the PF converges towards the analytical solution (given in the last column). It can be proved that the convergence is geometrically ergodic. However, it is not known in advance how many iterations will be necessary to make the backlog PF “close enough” to the stationary distribution. It is clear that the rate of convergence depends on how close $U$ is to 1, becoming slower as $U$ approaches 1. However, we
have not yet found a bound, in terms of $O$, of the number of iterations required by the iterative method.

Another important point to consider is the effect of introducing zero as the initial backlog for the system. In the steady state the initial backlog is a random variable which can take non-zero values. Thus, the response times in the steady state will be worse than those calculated for the first hyperperiod. Indeed, they will be worse than that calculated for any hyperperiod. Using zero as the initial backlog will lead to optimistic probabilities of deadline misses, so design decisions based on the iterative method should be taken carefully.

4.4. Extension to dynamic-priority systems

Although dynamic-priority systems seem considerably different from fixed-priority systems, there exists one similarity. The similarity is that, in a hyperperiod, there always exists at least one job that always takes the system-level backlog $W_{k,i}$ observed at its release time $\lambda_{i,j}$ as its job-level backlog $\Gamma_{i,j}$, i.e., $\Gamma_{i,j} = W_{k,i}$. Such a job is called a ground job, and has a lower priority than all the jobs released before its release time $\lambda_{i,j}$. Thus, once the stationary system-level backlog $PF_{2B}(\cdot)$ observed at the beginning of the hyperperiod is given, the stationary job-level backlog $PF_{i,j}(\cdot)$ of every ground job $\Gamma_{i,j}$ can be calculated as explained in Section 4.1, by iteratively applying convolution and shrinking to $f_{2B}(\cdot)$ for each job released before the beginning of the hyperperiod and the release time $\lambda_{i,j}$ of the job $\Gamma_{i,j}$ (for a fixed-priority system, this statement means that the stationary job-level backlog $PF_{i,j}(\cdot)$ of every job with priority $P$, which is considered a ground job at the priority level $P$, can be calculated from $f_{2B}(\cdot)$).

Therefore, the difference between dynamic-priority and fixed-priority systems lies in how to compute the job-level backlog $PF$s of non-ground jobs. For fixed-priority systems, this problem is solved by considering the higher priority level that each non-ground job belongs to. Since any job classified as a non-ground job at a lower priority level is bound to become a ground job at the priority level that is equal to the priority level of the job, its job-level backlog $PF$ can be calculated from the stationary system-level backlog $PF$ that is obtained at that priority level. However, for dynamic-priority systems, we can avoid such an iterative analysis, and compute the job-level backlog $PF$ of the non-ground job from that of a preceding ground job. The preceding ground job is the last ground job that is released before the non-ground job and has a higher priority, which is called the base ground job for the non-ground job. Since the job-level backlog $PF$ of any ground job can be calculated from the beginning of the hyperperiod, this means that the job-level backlog $PF$s of all the jobs including the non-ground jobs in the hyperperiod can be calculated from the system-level backlog $PF_{2B}(\cdot)$. For example, consider the task set shown in Figure 3. This task set consists of two tasks $\tau_1$ and $\tau_2$. The periods of $\tau_1$ and $\tau_2$ are 30 and 50, respectively, and the relative deadline $D_i$ of each task is equal to $T_i$. The phase $\Phi_i$ of both tasks is 0.

In this example, there are seven ground jobs $\Gamma_{1,1}$, $\Gamma_{2,1}$, $\Gamma_{1,2}$, $\Gamma_{2,2}$, $\Gamma_{1,4}$, $\Gamma_{2,3}$, and $\Gamma_{1,5}$, and one non-ground job $\Gamma_{1,3}$, as shown in Figure 4. If the stationary system-level backlog $PF_{2B}(\cdot)$ observed at the beginning of the hyper-period is given, the stationary job-level backlog $PF$s of all the ground jobs can be calculated by applying convolution and shrinking to $f_{2B}(\cdot)$. That is, $f_{V_{\Gamma,1}}(w) = f_{W_{\Lambda,1}}(w) = f_{2B}(w)$, $f_{V_{\Gamma,2}}(w) = f_{W_{\Lambda,2}}(w) = (f_{T_{\Gamma,1}} \otimes f_{V_{\Gamma,1}})(w)$, and so on.

However, for the non-ground job $\Gamma_{1,3}$, the stationary job-level backlog $PF_{V_{\Lambda,1}}(\cdot)$ is not equal to the stationary system-level backlog $PF_{W_{\Lambda,1}}(\cdot)$ observed at its release time $\lambda_{i,1}$. The stationary system-level backlog $PF_{V_{\Lambda,1}}(\cdot)$ includes the contribution from a lower-priority job $\Gamma_{2,2}$ that must be excluded for the job-level backlog $PF_{V_{\Lambda,1}}(\cdot)$. In this case, we observe that the job-level backlog $PF_{V_{\Lambda,1}}(\cdot)$ of the non-ground job $\Gamma_{1,3}$ can be calculated from the system-level (or job-level) backlog $PF$ of the ground job $\Gamma_{1,2}$ that precedes $\Gamma_{1,3}$ and has a higher priority than $\Gamma_{1,3}$ (i.e., $\Gamma_{1,2}$ is the base ground job of the non-ground job $\Gamma_{1,3}$). It can be seen that the job-level backlog $V_{\Gamma,1,3}$ of $\Gamma_{1,3}$ depends only on the system-level backlog $W_{\Lambda,2}$ of $\Gamma_{1,2}$ and the execution time of $\Gamma_{1,2}$. Thus, we calculate the stationary job-level backlog $PF_{V_{\Lambda,1}}(\cdot)$ of the non-ground job $\Gamma_{1,3}$ from that of its base ground job $\Gamma_{1,2}$ by applying convolution and shrinking to the system-level backlog.

![Figure 3. A task set example](image)

![Figure 4. Ground jobs and non-ground jobs in a dynamic-priority system](image)
PF $f_{\tau_{\lambda_{i,j}}}(\cdot)$ of the base ground job $\Gamma_{1,i}$ while ignoring the lower-priority ground job $\Gamma_{2,i}$. This approach can be generalized to compute the stationary job-level backlog PF of an arbitrary non-ground job $\Gamma_{i,j}$ as follows.

**Theorem 1.** For any non-ground job $\Gamma_{i,j}$, the stationary job-level backlog PF $f_{\tau_{\lambda_{i,j}}}(\cdot)$ can be computed from the stationary system-level backlog PF $f_{\tau_{\lambda_{i,j}}}(\cdot)$ of its base ground job, i.e., the last ground job $\Gamma_{i,j}$ that precedes $\Gamma_{i,j}$ and has a priority higher than that of $\Gamma_{i,j}$ by iteratively applying convolution and shrinking to $f_{\tau_{\lambda_{i,j}}}(\cdot)$ only for all the non-ground jobs that are released in the time interval $(\bar{\lambda}_{k,j}, \bar{\lambda}_{i,j})$ and have priorities higher than that of $\Gamma_{i,j}$.

Note that, in a system scheduled by EDF, we can find the base ground job for any non-ground job, since there always exists a ground job that has an earlier deadline than the non-ground job. For a general dynamic-priority system, we developed a systematic approach to finding the base ground job for any non-ground job and computed the job-level backlog PF of the non-ground job in a systematic way, but we do not include it here for the sake of brevity. For more information, refer to [8].

## 5. Experimental results

In this section, we give experimental results obtained by the proposed stochastic analysis. First, we compare the results obtained from the proposed analysis method (both the exact solution and the approximated solution based on the Markov matrix truncation) with those obtained by Stochastic Time Demand Analysis (STDA) [7, 6] using the example given in [6]. Secondly, we compare the results obtained using the truncation method with those obtained from simulations while varying the average system utilization and the number of tasks.

### 5.1. Comparison with STDA

To compare the proposed analysis method with STDA, we used the same task sets given in [6], which are shown in Table 3. All three task sets in Table 3 are assumed to be scheduled by RM and have the same task parameters except for the execution time PFs of tasks given by a uniform PF that ranges from $C_{i,j}^{\min}$ to $C_{i,j}^{\max}$ ($C_{i,j}^{\max} = 2 \times \bar{C}_{i,j} - C_{i,j}^{\min}$) for task $\tau_{i,j}$. For the task sets, the simulation results and the analytical results given by STDA are copied from [6] and compared with the results given by the proposed stochastic analysis, using the exact solution and the approximation obtained by the Markov matrix truncation. The results in Table 4 show that there is a significant difference between the deadline miss probability given by STDA and the one obtained by the proposed method, which is almost identical to the simulation result. This results from the critical instant assumption made in STDA. The negative impact on the degradation of analysis accuracy increases with an increase in the (maximum) system utilization. In the case of task $\tau_{i,j}$ in $S_2$, the deadline miss probability given by STDA is more than six times the one given by the proposed method.

![Table 3: Task sets in [6]](image)

<table>
<thead>
<tr>
<th>$S$</th>
<th>$\tau_{i,j}$</th>
<th>Simulation</th>
<th>STDA</th>
<th>Exact analysis</th>
<th>Approximation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>$\tau_{i,j}$</td>
<td>$0.000 \pm 0.001$</td>
<td>$0.000$</td>
<td>$0.000$</td>
<td>$0.000$</td>
</tr>
<tr>
<td>$S_2$</td>
<td>$\tau_{i,j}$</td>
<td>$0.047 \pm 0.047$</td>
<td>$0.047$</td>
<td>$0.047$</td>
<td>$0.047$</td>
</tr>
<tr>
<td>$S_3$</td>
<td>$\tau_{i,j}$</td>
<td>$0.000 \pm 0.000$</td>
<td>$0.000$</td>
<td>$0.000$</td>
<td>$0.000$</td>
</tr>
</tbody>
</table>

### 5.2. Sensitivity to the average system utilization and the number of tasks

To assess the sensitivity of analysis accuracy to the average system utilization, we performed experiments with task sets consisting of three and five tasks while varying the average system utilization from 0.70 to 0.96. For each experiment, we also considered both RM and EDF scheduling to investigate the effect of the scheduling policy on analysis accuracy. The results (which we do not detail here due to space limit), showed that the approximated solutions from the Markov matrix truncation is almost equal to the simulation results for most cases. In the case of the task sets consisting of three tasks, the error between the approximated solution and the simulation result of the deadline miss probability for a task ranges from 0 to 0.006 for RM, and from 0 to 0.008 for EDF. In the case of the task sets consisting of five tasks, the error ranges from 0 to 0.015 for RM, and from 0 to 0.028 for EDF. According to the results, the error increases as the average system utilization increases. For example, in the case where the task set consisting of five tasks are scheduled by EDF, the error was 0, 0.002, 0.016, 0.028 when the average system utilization was 0.7, 0.8, 0.9, 0.96, respectively. The inaccuracy is due to the Markov matrix truncation, which converts the Markov matrix with an infinite dimension to one with a finite dimension. When the stationary system-level backlog PF we are trying to obtain has a non-negligible tail distribution beyond the truncation point, the Markov matrix truncation inevitably introduces approximation errors in the analysis. To reduce these errors, it is necessary to preserve the tail distribution as much...
as possible by choosing a larger truncation point at the cost of greater computational overheads. For more information, the reader is referred to [8].

6. Conclusions and future work

In this paper we have introduced a model and a conceptual framework which allows statistical analysis of the response time of periodic tasks in a general priority-driven real-time system. The model requires a priori knowledge of the probability function (PF) of the execution time required by each job. We have derived formulae for calculating the backlog PF at any time, and the response time PF of any task. The statistical information derived from the analysis can be combined with deadlines, thus obtaining the probability of deadline misses for any task in the system. If this probability is zero for a task, then its deadline is guaranteed. In this sense the statistical analysis subsumes the classical response-time analysis. The analysis also allows for systems with $U^{\text{max}} > 1$, which would not be feasible using classical analysis. Whenever $U < 1$, the long-term statistical behavior can be described by modeling the backlog process as a Markov chain.

The model still has some limitations which can be investigated. It does not allow for uncertainty in the release times of the jobs, and assumes all tasks to be independent, so it does not allow for blocking in shared resources. Furthermore, the assumed independence is also statistical, i.e. the execution time distribution of a task is assumed to be independent of the values observed for the other tasks, or for previous instances of the same task. This assumption is often violated in real-world cases. When the number of jobs in a hyperperiod is large, finding the stationary distribution analytically is too expensive (although possible), so some numerical methods have been provided as approximations. In future work, the error introduced for such methods should be studied, and the development of a numerical method that can bound the error is needed.
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