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Abstract

In this paper we construct three new test problems, called Models A, B and C, whose solutions have two-dimensional boundary layers. Approximate analytic solutions are found for these problems, which converge rapidly as the number of terms in their expansion increases. The approximations are valid for $\epsilon = 10^{-8}$ in practical computations. Surprisingly, the algorithm for Model A can be carried out even for $\epsilon \to \infty$. Model C has a simple exact solution. These three new accurate and approximate analytic solutions with two-dimensional boundary layers may be more useful for testing numerical methods than those in [Z.C. Li, H.Y. Hu, C.H. Hsu, S. Wang, Particular solutions of singularly perturbed partial differential equations with constant coefficients in rectangular domains, I. Convergence analysis, J. Comput. Appl. Math. 166 (2004) 181–208] in the sense that the series solutions from the former converge much faster than those of the latter when $\epsilon$ is small.
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1. Introduction

There exist many reports on the study of singularly perturbed differential equations such as [2–7] to just name a few. In this paper, we follow our recent papers [8,1], and use the technique of separation of variables (cf., for example, [9]) to seek new and better test problems involving singularly perturbed differential equations. Such test problems are important for comparing the performance of various numerical methods for partial differential equations, in particular for those with singularities.

In the present paper we consider the following homogeneous equation with Dirichlet boundary conditions

\begin{align}
Lu &\equiv -\epsilon(u_{xx} + u_{yy}) + \alpha u_x + \beta u_y + cu = 0, \quad \text{in } S, \\
u|_{\Gamma} &= g, \quad \text{on } \Gamma,
\end{align}
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where $S$ is the rectangle $S = \{(x, y), 0 < x < \pi, 0 < y < \pi\}$ and $\Gamma$ is its boundary. We use the notations $u_x = \frac{\partial u}{\partial x}$ and $u_{xx} = \frac{\partial^2 u}{\partial x^2}$. The parameters $\epsilon, \alpha, \beta$ and $c \geq 0$ are constants, and $\epsilon$ may be arbitrarily small, $0 < \epsilon \ll 1$. We assume, without loss of generality, that

$$\alpha \geq \beta \geq 0. \quad (1.3)$$

In this case, there exist solutions with boundary layers at $x = \pi$ and $y = \pi$. Despite the restriction to constant parameters and a rectangular domain, these models are useful for testing numerical methods.

The paper is organized as follows. In the next section, we propose three test problems, called Models A, B, and C, whose solutions have two-dimensional boundary layers. In Section 3 the behaviour of their solutions is explored. In Section 4 we present an error analysis for Models A and B and error bounds are derived for their approximate solutions and approximate scaled fluxes. In Section 5 Model C is discussed. In Section 6 numerical experiments are reported, and in the last section some additional remarks are made.

Although the methods are presented in two dimensions, the idea can easily be extended to three dimensions.

2. The test problems

In this section we consider test problems that have solutions with two-dimensional boundary layers. We construct approximate solutions of these problems that have fast convergence rates. These are suitable in real computations for cases with small $\epsilon$, for example $\epsilon = 10^{-8}$.

With the same $L$ and $S$ as in the previous section, consider the problem

$$L u = 0, \quad \text{in } S, \quad (2.1)$$

$$u(x, \pi) = u(\pi, y) = 1, \quad (2.2)$$

$$u(x, 0) = g_1(x), \quad u(0, y) = g_3(y), \quad (2.3)$$

where $u(0, 0) = 0$, $g_1(x) \in [0, 1]$ and $g_3(y) \in [0, 1]$ are smooth enough, and satisfy the following continuity conditions at the corners

$$g_1(0) = g_3(0) = 0, \quad g_1(\pi) = g_3(\pi) = 1.$$

As in [1] we are interested in the exact solutions $\tilde{u}(x, y)$ of (2.1) that satisfy the corner conditions

$$\tilde{u}(0, 0) = 0, \quad \tilde{u}(\pi, 0) = \tilde{u}(0, \pi) = \tilde{u}(\pi, \pi) = 1. \quad (2.4)$$

In what follows we refer to such solutions as particular solutions.

2.1. Particular solutions

In order to find a suitable $\tilde{u}(x, y)$ satisfying (2.4) for small values of $\epsilon$, we seek particular solutions of (2.1) different from those in [1].

Let us first consider particular solutions depending on only one variable:

$$u = R(x), \quad u = H(y). \quad (2.5)$$

Taking $u = R(x)$, for example, (1.1) reduces to the ordinary differential equation

$$L_1 u \equiv -\epsilon u_{xx} + \alpha u_x + cu = 0, \quad \text{in } S. \quad (2.6)$$

Let $u = R(x) = \exp\left(\frac{a}{2\epsilon} x\right) w(x)$. Then Eq. (2.6) becomes

$$-\epsilon w''(x) + \left(\frac{a^2}{4\epsilon} + c\right) w(x) = 0 \quad (2.7)$$

and its solution is

$$w(x) = a \sinh(t_\alpha x) + b \cosh(t_\alpha x), \quad (2.8)$$
where \( a \) and \( b \) are constants, and the parameter is

\[
t_\alpha = \frac{(\alpha^2 + 4\epsilon c)^{\frac{1}{2}}}{2\epsilon}.
\]  

(2.9)

Hence, the particular solutions of (2.6) are

\[
R(x) = \exp\left(\frac{\alpha}{2\epsilon} x\right) \{a \sinh(t_\alpha x) + b \cosh(t_\alpha x)\}.
\]  

(2.10)

Similarly, for \( u = H(y) \), we obtain the particular solutions

\[
H(y) = \exp\left(\frac{\beta}{2\epsilon} y\right) \{a \sinh(t_\beta y) + b \cosh(t_\beta y)\},
\]  

(2.11)

where

\[
t_\beta = \frac{(\beta^2 + 4\epsilon c)^{\frac{1}{2}}}{2\epsilon}.
\]  

(2.12)

Next, consider separable particular solutions of the form \( u = R(x)H(y) \). We have from (1.1)

\[
-\epsilon \frac{R''(x)}{R} + \alpha \frac{R'(x)}{R} = \epsilon \frac{H''(y)}{H} - \beta \frac{H'(y)}{H} - c = \mu.
\]  

(2.13)

From this we see that \( \mu \) must be a constant. Then we have from (2.13)

\[
-\epsilon R''(x) + \alpha R'(x) = \mu R(x),
\]  

(2.14)

\[
-\epsilon H''(y) + \beta H'(y) + cH(y) = -\mu H(y).
\]  

(2.15)

Under the transformation

\[
R(x) = \exp\left(\frac{\alpha}{2\epsilon} x\right) v(x),
\]  

Eq. (2.14) leads to

\[
-\epsilon v'' = \left(\mu - \frac{\alpha^2}{4\epsilon}\right) v.
\]  

(2.16)

Suppose that \( \mu - \frac{\alpha^2}{4\epsilon} < 0 \) (i.e., Case II in [1]). Let

\[
\frac{1}{\epsilon} \left(\frac{\alpha^2}{4\epsilon} - \mu\right) = t^2, \quad t > 0.
\]  

(2.17)

Then Eq. (2.16) becomes

\[
v'' - t^2 v = 0.
\]  

(2.18)

The particular solutions of (2.16) are given by

\[
v = a \sinh(tx) + b \cosh(tx).
\]  

(2.19)

Now, consider (2.15), where \( \mu \) in (2.17) is given by

\[
\mu = \frac{\alpha^2}{4\epsilon} - \epsilon t^2.
\]  

Using the transformation

\[
H(y) = \exp\left(\frac{\beta}{2\epsilon} y\right) w(y).
\]  

(2.20)
we obtain from (2.15)
\[-\epsilon w''(y) + \left(\frac{\alpha^2}{4\epsilon} + \frac{\beta^2}{4\epsilon} + c - \epsilon t^2\right) w(y) = 0.\]  
(2.21)

Also, assume that \(0 < t < t_0\), where \(t_0\) in (2.33) is given by
\[t_0 = \frac{(\alpha^2 + \beta^2 + 4\epsilon c)^{\frac{1}{2}}}{2\epsilon}.\]

Eq. (2.21) is reduced to
\[w''(y) = (t_0^2 - t^2) w(y),\]
and its solutions are given by
\[w = \tilde{a} \sinh(\sqrt{t_0^2 - t^2} y) + \tilde{b} \cosh(\sqrt{t_0^2 - t^2} y),\]
where \(\tilde{a}\) and \(\tilde{b}\) are constants. Hence we have the particular solutions for (1.1)
\[u(x, y) = \exp\left(\frac{\alpha x + \beta y}{2\epsilon}\right) \{a \sinh(t_0 x) + b \cosh(t_0 x)\} \{\tilde{a} \sinh(\sqrt{t_0^2 - t^2} y) + \tilde{b} \cosh(\sqrt{t_0^2 - t^2} y)\}.\]
(2.23)

We choose
\[T_\alpha = \frac{(\alpha^2 + 2\epsilon c)^{\frac{1}{2}}}{2\epsilon} = t,\quad T_\beta = \frac{(\beta^2 + 2\epsilon c)^{\frac{1}{2}}}{2\epsilon} = \sqrt{t_0^2 - t^2},\]
and we obtain from (2.23) the particular solution
\[u(x, y) = \exp\left(\frac{\alpha x + \beta y}{2\epsilon}\right) \{a \sinh(T_\alpha x) + b \cosh(T_\alpha x)\} \{\tilde{a} \sinh(T_\beta y) + \tilde{b} \cosh(T_\beta y)\}.\]
(2.25)

By means of (2.10), (2.11) and (2.25) we obtain the following particular solution, which satisfies the corner conditions (2.4),
\[
\bar{u}(x, y) = \frac{\sinh(t_\alpha x)}{\sinh(t_\alpha \pi)} \exp\left(-\frac{\alpha(\pi - x)}{2\epsilon}\right) + \frac{\sinh(t_\beta y)}{\sinh(t_\beta \pi)} \exp\left(-\frac{\beta(\pi - y)}{2\epsilon}\right) \\
\times \exp\left(-\frac{\beta(\pi - y)}{2\epsilon}\right) \frac{\sinh(T_\alpha x)}{\sinh(T_\alpha \pi)} \frac{\sinh(T_\beta y)}{\sinh(T_\beta \pi)} \exp\left(-\frac{\alpha(\pi - x) - \beta(\pi - y)}{2\epsilon}\right),
\]
(2.26)

where the parameters are given by
\[t_\alpha = \frac{(\alpha^2 + 4\epsilon c)^{\frac{1}{2}}}{2\epsilon},\quad T_\alpha = \frac{(\alpha^2 + 2\epsilon c)^{\frac{1}{2}}}{2\epsilon},\]
\[t_\beta = \frac{(\beta^2 + 4\epsilon c)^{\frac{1}{2}}}{2\epsilon},\quad T_\beta = \frac{(\beta^2 + 2\epsilon c)^{\frac{1}{2}}}{2\epsilon}.\]
(2.27)

Note that when \(\epsilon \to 0\), the magnitudes of \(t_\alpha\) and \(T_\alpha\) are approximately equal, and similarly for \(t_\beta\) and \(T_\beta\).

2.2. Models A, B and C

Consider the following problem with Dirichlet boundary conditions
\[\mathcal{L}u = 0, \quad \text{in } S,\]
(2.28)
\[u(x, \pi) = u(\pi, y) = 1,\]
(2.29)
\[u(x, 0) = \frac{\sinh(t_\alpha x)}{\sinh(t_\alpha \pi)} \exp\left(-\frac{\alpha(\pi - x)}{2\epsilon}\right) = \bar{u}(x, 0) = g_2(x),\]
(2.30)
\[ u(0, y) = \frac{\sinh(t_\beta y)}{\sinh(t_\beta \pi)} \exp \left( -\frac{\beta(\pi - y)}{2\epsilon} \right) = \bar{u}(0, y) = g_4(y). \] (2.31)

We define the three models as follows:

- **Model A.** Eqs. (2.28)–(2.31) with \( c > 0 \) and \( \alpha \geq \beta > 0 \).
- **Model B.** Eqs. (2.28)–(2.31) with \( c > 0 \), \( \alpha \geq 0 \) and \( \beta = 0 \).
- **Model C.** Eqs. (2.28)–(2.31) with \( c = 0 \), \( \alpha \geq \beta > 0 \).

Models A and B are convection-reaction-diffusion problems, whereas Model C is the convection-diffusion problems treated in [3, p. 138]. In Model A, both \( \alpha \) and \( \beta \) are positive, and in Model B at least one parameter, \( \beta \), is zero, so there is a parabolic layer at \( y = \pi \). Equations with \( c = 0 \) are mainly studied in [5, 4], while those with \( c > 0 \) are discussed in [3]. When \( c = 0 \) the function \( \bar{u}(x, y) \) in (2.26) is already the solution of (2.28)–(2.31), thus there is no need for more terms in the expansion (see Section 5).

Based on [1], the solutions of (2.28)–(2.31) for both Model A and Model B are

\[ u(x, y) = \bar{u}(x, y) + \exp \left( -\frac{\alpha(\pi - x) - \beta(\pi - y)}{2\epsilon} \right) \sum_{k=1}^{\infty} a_k^* \frac{\sinh(t_k y)}{\sinh(t_k \pi)} \sin kx + b_k^* \frac{\sinh(t_k x)}{\sinh(t_k \pi)} \sin ky, \] (2.32)

where \( \bar{u}(x, y) \) is defined in (2.26), the parameter is

\[ t_k = \left\{ k^2 + \frac{\alpha^2 + \beta^2 + 4\epsilon c}{4\epsilon^2} \right\}^{\frac{1}{2}}, \] (2.33)

and the coefficients are

\[ a_k^* = \frac{2}{\pi} \int_0^\pi (1 - \bar{u}(x, \pi)) \exp \left( \frac{\alpha(\pi - x)}{2\epsilon} \right) \sin kx \, dx, \] (2.34)

\[ b_k^* = \frac{2}{\pi} \int_0^\pi (1 - \bar{u}(\pi, y)) \exp \left( \frac{\beta(\pi - y)}{2\epsilon} \right) \sin ky \, dy. \] (2.35)

In this case the coefficients (2.34) and (2.35) reduce to the explicit form, respectively,

\[ a_k^* = (-1)^{k+1} \frac{k\epsilon}{\pi} \frac{e^3}{(k^2 \epsilon^2 + \alpha^2 + 4\epsilon c)(k^2 \epsilon^2 + \alpha^2 + 4\epsilon c)} , \] (2.36)

\[ b_k^* = (-1)^{k+1} \frac{k\epsilon}{\pi} \frac{e^3}{(k^2 \epsilon^2 + \beta^2 + 4\epsilon c)(k^2 \epsilon^2 + \beta^2 + 4\epsilon c)} . \] (2.37)

We verify only (2.36), since the proof for (2.37) is similar. From (2.34) and (2.26), we have

\[ a_k^* = \frac{2}{\pi} \int_0^\pi \left\{ \frac{\sinh(T_\alpha x)}{\sinh(T_\alpha \pi)} - \frac{\sinh(t_\alpha x)}{\sinh(t_\alpha \pi)} \right\} \sin kx \, dx. \] (2.38)

From the integration formula in [10, p. 41]

\[ \int_0^\pi \exp(p x) \sin kx \, dx = \frac{1}{(1 + \frac{p^2}{k^2})^k} \{1 - (-1)^k \exp(p \pi)\}, \] (2.39)

and we obtain after some manipulation

\[ \int_0^\pi \frac{\sinh(T_\alpha x)}{\sinh(T_\alpha \pi)} \sin kx \, dx = \frac{1}{\sinh(T_\alpha \pi)} \frac{\pi}{2} \sin kx \, dx = (-1)^{k+1} \frac{k}{k^2 + T_\alpha^2}. \] (2.40)
Hence, using \( t_a^2 - T^2_a = \frac{c}{a^2} \), we have from (2.38)

\[
a_k^* = (-1)^{k+1} \frac{2k}{\pi} \left\{ \frac{1}{k^2 + T^2_a} - \frac{1}{k^2 + r^2_a} \right\}
= (-1)^{k+1} \frac{kc}{\pi} \frac{\epsilon^3}{(k^2 \epsilon^2 + \frac{\alpha^2 + 2c\epsilon}{4})(k^2 \epsilon^2 + \frac{a^2 + 4c\epsilon}{4})}
\]

(2.41)

which is (2.36).

In Model C, \( c = 0 \) and \( a_k^* = b_k^* = 0 \), for all \( k \).

From (2.36) and (2.37) we have the following lemma.

**Lemma 2.1.** Assume that \( \epsilon \in (0, 1] \) is fixed. For Model A with \( c > 0 \), \( \alpha \geq \beta > 0 \), when \( k \to \infty \), we have

\[
a_k^* = O \left( \frac{1}{k^3} \right), \quad b_k^* = O \left( \frac{1}{k^3} \right).
\]

(2.42)

Assume that \( k \) is also fixed, then for Model A, when \( \epsilon \to 0 \), we have

\[
a_k^* = O(\epsilon^3), \quad b_k^* = O(\epsilon^3).
\]

(2.43)

From Lemma 2.1, we see that the coefficients in Model A are small for \( \epsilon \to 0 \). This is a key difference from Model I in [1].

Next, consider Model B with \( c > 0 \), \( \alpha > 0 \) and \( \beta = 0 \). Then we see from (2.27) and (2.33) that

\[
T_\beta = \sqrt{\frac{c}{2\epsilon}}, \quad t_\beta = \sqrt{\frac{c}{\epsilon}}, \quad t_k = \left\{ k^2 + \frac{\alpha^2 + 4c\epsilon}{4\epsilon^2} \right\}^{\frac{1}{2}}.
\]

(2.44)

From (2.37) we obtain

\[
b_k^* = (-1)^{k+1} \frac{c}{\pi (k^2 \epsilon + \frac{a}{2})(k^2 \epsilon + c)}
\]

and we have

**Lemma 2.2.** Assume that \( \epsilon \in (0, 1] \) is fixed. For Model B with \( c > 0 \), \( \alpha > 0 \) and \( \beta = 0 \), when \( k \to \infty \), we have

\[
a_k^* = O \left( \frac{1}{k^3} \right), \quad b_k^* = O \left( \frac{1}{k^3} \right).
\]

(2.45)

Assume that \( k \) is also fixed, then for Model B with \( \alpha > 0 \), when \( \epsilon \to 0 \), we have

\[
a_k^* = O(\epsilon^3), \quad b_k^* = O(\epsilon).
\]

(2.46)

Note that in Model B we have \( b_k^* = O(\epsilon) \), in contrast to \( b_k^* = O(\epsilon^3) \) in Model A.

### 3. Behaviour of the particular solution

We have the following proposition.

**Proposition 3.1.** The particular solution \( \tilde{u}^*(x, y) \) defined in (2.26) satisfies the bounds

\[
0 \leq \tilde{u}^*(x, y) \leq 1, \quad (x, y) \in S.
\]

(3.1)

**Proof.** When \( y = \pi \), we have from (2.26)

\[
\tilde{u}^*(x, \pi) = 1 + \left\{ \frac{\sinh(t_\alpha x)}{\sinh(t_\alpha \pi)} - \frac{\sinh(T_\alpha x)}{\sinh(T_\alpha \pi)} \right\} \exp \left( \frac{-\alpha(\pi - x)}{2\epsilon} \right).
\]

(3.2)
Introduce the function

$$f(x) = \frac{\sinh(t_\alpha x)}{\sinh(t_\alpha \pi)} - \frac{\sinh(T_\alpha x)}{\sinh(T_\alpha \pi)}.$$  \hfill (3.3)

We assume for the moment that

$$f(x) \leq 0, \quad 0 \leq x \leq \pi.$$  \hfill (3.4)

From (3.2) and (3.4) we have

$$\bar{u}^*(x, \pi) \leq 1, \quad 0 \leq x \leq \pi.$$  \hfill (3.5)

Moreover,

$$\bar{u}^*(x, \pi) \geq 1 - \frac{\sinh(T_\alpha x)}{\sinh(T_\alpha \pi)} \exp\left(-\frac{\alpha(\pi - x)}{2\epsilon}\right) \geq 0.$$  \hfill (3.6)

Combining (3.5) and (3.6) gives

$$0 \leq \bar{u}^*(x, \pi) \leq 1.$$  \hfill (3.7)

Similarly, we have

$$0 \leq \bar{u}^*(\pi, y) \leq 1, \quad 0 \leq \bar{u}^*(x, 0) \leq 1, \quad 0 \leq \bar{u}^*(0, y) \leq 1.$$  \hfill (3.8)

Hence

$$0 \leq \bar{u}^*(x, y) |_{\Gamma} \leq 1.$$  \hfill (3.9)

Since the maximal and minimal values of $\bar{u}^*(x, y)$ occur only along $\Gamma$ for singularly perturbed partial differential equations with homogeneous right-hand sides, see [5,1], the desired result (3.1) follows. It remains to prove (3.4), which we do by contradiction. From (3.3), $f(0) = f(\pi) = 0$. Suppose that there exists a point $\xi \in (0, \pi)$ such that

$$f(\xi) > 0.$$  \hfill (3.10)

From the Lagrange mean value theorem, there must exist two points $\eta_1$ and $\eta_2$ with $0 < \eta_1 < \xi < \eta_2 < \pi$ such that

$$f'(\eta_1) = \frac{f(\xi) - f(0)}{\xi} > 0, \quad f'(\eta_2) = \frac{f(\pi) - f(\xi)}{\pi - \xi} < 0.$$  \hfill (3.11)

From (3.3)

$$f'(\eta_1) = \frac{t_\alpha \cosh(t_\alpha \eta_1)}{\sinh(t_\alpha \pi)} - \frac{T_\alpha \cosh(T_\alpha \eta_1)}{\sinh(T_\alpha \pi)} > 0, \quad \hfill (3.12)
$$

$$f'(\eta_2) = \frac{t_\alpha \cosh(t_\alpha \eta_2)}{\sinh(t_\alpha \pi)} - \frac{T_\alpha \cosh(T_\alpha \eta_2)}{\sinh(T_\alpha \pi)} < 0.$$

Then

$$\frac{t_\alpha \sinh(T_\alpha \pi)}{T_\alpha \sinh(t_\alpha \pi)} > \frac{\cosh(T_\alpha \eta_1)}{\cosh(t_\alpha \eta_1)}, \quad \frac{t_\alpha \sinh(T_\alpha \pi)}{T_\alpha \sinh(t_\alpha \pi)} < \frac{\cosh(T_\alpha \eta_2)}{\cosh(t_\alpha \eta_2)}.$$  \hfill (3.13)

This leads to

$$\frac{\cosh(T_\alpha \eta_1)}{\cosh(t_\alpha \eta_1)} < \frac{\cosh(T_\alpha \eta_2)}{\cosh(t_\alpha \eta_2)}, \quad \eta_1 < \eta_2.$$  \hfill (3.14)

Introduce the function

$$g(\eta) = \frac{\cosh(T_\alpha \eta)}{\cosh(t_\alpha \eta)}.$$  \hfill (3.15)

By the mean value theorem again, from (3.14) and (3.15) we have

$$g(\eta_2) - g(\eta_1) = g'(\bar{\eta})(\eta_2 - \eta_1).$$  \hfill (3.16)
where $\eta_1 < \bar{\eta} < \eta_2$, and so $g'(\bar{\eta}) > 0$. On the other hand, since $0 < T_\alpha < t_\alpha$, we have

$$g'(\bar{\eta}) = T_\alpha \frac{\sinh(T_\alpha \bar{\eta}) \cosh(t_\alpha \bar{\eta}) - t_\alpha \sinh(t_\alpha \bar{\eta}) \cosh(T_\alpha \bar{\eta})}{(\cosh(t_\alpha \bar{\eta}))^2}$$

\[
\leq t_\alpha \frac{\sinh(T_\alpha \bar{\eta}) \cosh(t_\alpha \bar{\eta}) - \sinh(t_\alpha \bar{\eta}) \cosh(T_\alpha \bar{\eta})}{(\cosh(t_\alpha \bar{\eta}))^2}
\]

\[= t_\alpha \frac{\sinh((T_\alpha - t_\alpha) \bar{\eta})}{(\cosh(t_\alpha \bar{\eta}))^2} < 0
\]

(3.17)

which contradicts the above. Thus Eq. (3.4) holds. This completes the proof of Proposition 3.1. ■

The bounds on $\tilde{u}^a(x, y)$ in the above proposition are important, because they guarantee that in this case there is no serious numerical instability or additional computational work. This is in contrast to the case for Model I in [1] for which the function $\tilde{u}(x, y) = O(\exp(\frac{1}{2c}))$.

We now introduce $w = u - \tilde{u}^a$. It is easy to see that $w$ is the solution of the problem

$$\mathcal{L} w = 0, \quad \text{in} \ S,$$

(3.18)

$$w(x, 0) = w(0, y) = 0,$$

(3.19)

$$w(x, \pi) = 1 - \tilde{u}^a(x, \pi) = f_2(x)$$

\[= \left\{ \frac{\sinh(T_\alpha x)}{\sinh(T_\alpha \pi)} - \frac{\sinh(t_\alpha x)}{\sinh(t_\alpha \pi)} \right\} \exp \left( -\frac{\alpha(\pi - x)}{2\epsilon} \right), \quad (x, \pi) \in S.
\]

(3.20)

$$w(\pi, y) = 1 - \tilde{u}^a(\pi, y) = f_4(y)$$

\[= \left\{ \frac{\sinh(T_\beta y)}{\sinh(T_\beta \pi)} - \frac{\sinh(t_\beta y)}{\sinh(t_\beta \pi)} \right\} \exp \left( -\frac{\beta(\pi - y)}{2\epsilon} \right).
\]

(3.21)

The following propositions give bounds on $w$ for Models A and B.

**Proposition 3.2.** For Model A with $\alpha \geq \beta > 0$ and $c > 0$, when $\epsilon \to 0$, there exists the approximate bound

$$|w(x, y)| \leq C_A \approx \frac{c\epsilon}{2\epsilon} \max \left\{ \frac{1}{\alpha^2}, \frac{1}{\beta^2} \right\}, \quad (x, y) \in S.$$

(3.22)

**Proof.** Since the maximal and minimal values of $w$ occur on $\Gamma$, we seek the extremes of the functions $f_2(x)$ and $f_4(y)$. Let $x = \bar{x}$ be a stationary point of $f_2(x)$, then

\[0 = f'_2(\bar{x}) = \left\{ \frac{\alpha}{2\epsilon} \frac{\sinh(T_\alpha \bar{x})}{\sinh(t_\alpha \pi)} + T_\alpha \cosh(T_\alpha \bar{x}) - \frac{\alpha}{2\epsilon} \frac{\sinh(t_\alpha \bar{x}) + t_\alpha \cosh(t_\alpha \bar{x})}{\sinh(t_\alpha \pi)} \right\} \exp \left( -\frac{\alpha(\pi - \bar{x})}{2\epsilon} \right).
\]

Moreover, since for $\epsilon \to 0$, $t_\alpha \to \infty$ and

$$\sinh(t_\alpha \bar{x}) \approx \frac{1}{2} \exp(t_\alpha \bar{x}), \quad \cosh(t_\alpha \bar{x}) \approx \frac{1}{2} \exp(t_\alpha \bar{x}),$$

we obtain from (3.23)

$$\left( \frac{\alpha}{2\epsilon} + T_\alpha \right) \exp(T_\alpha (\bar{x} - \pi)) \approx \left( \frac{\alpha}{2\epsilon} + t_\alpha \right) \exp(t_\alpha (\bar{x} - \pi)).$$

(3.24)

When $\epsilon \to 0$, we also have the approximation for (2.24)

\[T_\alpha = \frac{\{\alpha^2 + 2c\epsilon\}^{\frac{1}{2}}}{2\epsilon} = \frac{\alpha}{2\epsilon} \left\{ 1 + \frac{2c\epsilon}{\alpha^2} \right\}^{\frac{1}{2}} \approx \frac{\alpha}{2\epsilon} \left( 1 + \frac{c\epsilon}{\alpha^2} \right),
\]

(3.25)

and

\[t_\alpha = \frac{\{\alpha^2 + 4c\epsilon\}^{\frac{1}{2}}}{2\epsilon} \approx \frac{\alpha}{2\epsilon} \left( 1 + \frac{2c\epsilon}{\alpha^2} \right).
\]

(3.26)
Eq. (3.25) reduces approximately to
\[ \frac{1 + \frac{c\epsilon}{a^2}}{1 + \frac{c\epsilon}{a^2}} \approx \exp \left( \frac{c}{2a} (x - \pi) \right). \] (3.28)

Let \( x = \pi - \nu \epsilon \), where \( \nu \) is a constant independent of \( \epsilon \). Then for \( \epsilon \to 0 \), we have from (3.28)
\[ \nu \approx \frac{1}{\alpha}. \] (3.29)

Hence, when \( x = \pi - \frac{\epsilon}{a} \), we obtain the approximate maximal values
\[ |w(x, \pi)| = |f_2(\bar{x})| = \exp \left( -\frac{\alpha(\pi - \bar{x})}{2\epsilon} \right) \approx \frac{c}{2\epsilon} \frac{\epsilon}{a^2}, \quad \alpha > 0. \] (3.30)

Similarly,
\[ |w(\pi, y)| \leq C_A \approx \frac{c\epsilon}{2\epsilon} \beta^2, \quad \beta > 0. \] (3.31)

The desired result (3.22) follows. This completes the proof of Proposition 3.2. ■

**Proposition 3.3.** For Model B with \( \alpha > 0 \), \( \beta = 0 \) and \( c > 0 \), when \( \epsilon \to 0 \), there exists for all \((x, y) \in S\) the approximate bound
\[ |w(x, y)| \leq C_B \approx 0.1268. \] (3.32)

**Proof.** When \( \beta = 0 \), \( t_\beta = \sqrt{\frac{\epsilon}{c}} \) and \( T_\beta = \sqrt{\frac{c}{2\epsilon}} \). We have from (3.21) for \( x = \pi \),
\[ f_4(y) = w(\pi, y) = \frac{\sinh\left(\sqrt{\frac{c}{2\epsilon}} y\right)}{\sinh\left(\sqrt{\frac{c}{2\epsilon}} \pi\right)} - \frac{\sinh\left(\sqrt{\frac{c}{2\epsilon}} \frac{x}{\alpha}\right)}{\sinh\left(\sqrt{\frac{c}{2\epsilon}} \pi\right)}. \] (3.33)

The stationary point \( \bar{y} \) is located by
\[ 0 = f_4'(\bar{y}) = \sqrt{\frac{c}{2\epsilon}} \frac{\cosh\left(\sqrt{\frac{c}{2\epsilon}} \frac{\bar{y}}{\alpha}\right)}{\sinh\left(\sqrt{\frac{c}{2\epsilon}} \frac{\pi}{\alpha}\right)} - \sqrt{\frac{c}{\epsilon}} \frac{\cosh\left(\sqrt{\frac{c}{2\epsilon}} \frac{\bar{y}}{\alpha}\right)}{\sinh\left(\sqrt{\frac{c}{2\epsilon}} \frac{\pi}{\alpha}\right)}. \] (3.34)

This gives for \( \epsilon \to 0 \),
\[ \sqrt{\frac{c}{2\epsilon}} \exp \left( \sqrt{\frac{c}{2\epsilon}} (\bar{y} - \pi) \right) \approx \sqrt{\frac{c}{\epsilon}} \exp \left( \sqrt{\frac{c}{2\epsilon}} (\bar{y} - \pi) \right). \] (3.35)

Let \( \bar{y} = \pi - \nu \frac{\sqrt{c}}{\epsilon} \). We have from (3.35)
\[ \sqrt{\frac{c}{2\epsilon}} \exp \left( -\nu \frac{\sqrt{c}}{\epsilon} \right) \approx \sqrt{\frac{c}{\epsilon}} \exp(-\nu). \] (3.36)

This gives
\[ \nu \approx \frac{\ln \sqrt{2}}{1 - \frac{1}{\sqrt{2}}} = \frac{\ln 2}{2 - \sqrt{2}} = 1.1833. \] (3.37)
For $\tilde{y} = \pi - v \sqrt{\frac{c}{\epsilon}}$, we obtain the approximation

$$f_4(\tilde{y}) = w(\pi, \tilde{y}) = \frac{\sinh(\sqrt{\frac{c}{\epsilon}} \tilde{y})}{\sinh(\sqrt{\frac{c}{\epsilon}} \pi)} - \frac{\sinh(\sqrt{\frac{c}{\epsilon}} \pi)}{\sinh(\sqrt{\frac{c}{\epsilon}} \pi)}$$

$$\approx \exp \left( -\frac{v}{\sqrt{2}} \right) - \exp(-v) = 0.1268. \quad (3.38)$$

Also, since the maximal values occur on the boundary $\Gamma$, we have for $\epsilon \to 0$

$$|w(x, y)| \leq C_B \approx \max \left\{ 0.1268, \frac{1}{2e \alpha^2} \right\} = 0.1268. \quad (3.39)$$

This completes the proof of Proposition 3.3. ■

Propositions 3.2 and 3.3 suggest different rates of convergence, as $\epsilon \to 0$, for Models A and B, details of which are provided in the next section. Note that, as $\epsilon \to 0$, the width $O(\sqrt{\epsilon})$ of the parabolic boundary layers is much wider than the width $O(\epsilon)$ of the regular boundary layers in singularly perturbed partial differential equations.

4. Convergence analysis for Models A and B

In practical computations, in order to obtain approximate solutions we must take a finite number of terms in (2.32)

$$u_N(x, y) = \bar{u}^* + \exp \left( -\frac{\alpha(\pi - x) - \beta(\pi - y)}{2\epsilon} \right) \times \left\{ \sum_{k=1}^{N} a_k^* \frac{\sinh(t_k y)}{\sinh(t_k \pi)} \sin kx + b_k^* \frac{\sinh(t_k x)}{\sinh(t_k \pi)} \sin ky \right\}. \quad (4.1)$$

Therefore we need a convergence analysis for Models A and B in order to derive a bound on $|u - u_N|$ for the solution error and bounds on $|u_x - (u_N)_x|$ and $|u_y - (u_N)_y|$ for the flux errors.

4.1. Error bound for the solution of Models A and B

We have the following theorem, which provides a bound on the solution error $|u - u_N|$.

**Theorem 4.1.** For Models A and B we have

$$\max_{\mathcal{S}} |u - u_N| \leq \frac{ce}{2\pi} \left\{ \frac{1}{\epsilon^2 N^2 + \frac{\alpha^2 + 2c\epsilon}{4}} + \frac{1}{\epsilon^2 N^2 + \frac{\beta^2 + 2c\epsilon}{4}} \right\} \exp \left( -\frac{\alpha(\pi - x) - \beta(\pi - y)}{2\epsilon} \right). \quad (4.2)$$

**Proof.** We have from (4.1) and (2.32)

$$|u - u_N| = \exp \left( -\frac{\alpha(\pi - x) - \beta(\pi - y)}{2\epsilon} \right) \sum_{k=N+1}^{\infty} \left| a_k^* \frac{\sinh(t_k y)}{\sinh(t_k \pi)} \sin kx + b_k^* \frac{\sinh(t_k x)}{\sinh(t_k \pi)} \sin ky \right|$$

$$\leq \exp \left( -\frac{\alpha(\pi - x) - \beta(\pi - y)}{2\epsilon} \right) \sum_{k=N+1}^{\infty} (|a_k^*| + |b_k^*|). \quad (4.3)$$

From (2.36) and (2.37) we obtain

$$|a_k^*| \leq \frac{k \epsilon^3}{\pi} \left( \frac{c^2}{\epsilon^2 + \frac{\alpha^2 + 2c\epsilon}{4}} \right), \quad |b_k^*| \leq \frac{k \epsilon^3}{\pi} \left( \frac{c^2}{\epsilon^2 + \frac{\beta^2 + 2c\epsilon}{4}} \right). \quad (4.4)$$
Then we have
\[
\sum_{k=N+1}^{\infty} |a_k^*| \leq \frac{c \epsilon}{\pi} \sum_{k=N+1}^{\infty} \frac{k \epsilon}{(k^2 \epsilon^2 + \alpha^2 + 2 \epsilon) \epsilon}.
\]
\[
\leq \frac{c \epsilon}{\pi} \int_{N}^{\infty} \frac{t \epsilon}{(t^2 \epsilon^2 + \alpha^2 + 2 \epsilon) \epsilon} dt.
\]
(4.5)

From calculus we obtain
\[
\int_{N}^{\infty} \frac{t \epsilon}{(t^2 \epsilon^2 + \alpha^2 + 2 \epsilon) \epsilon} dt = \frac{1}{2} \frac{1}{N^2 \epsilon^2 + \alpha^2 + 2 \epsilon \epsilon}.
\]
(4.6)

Hence
\[
\sum_{k=N+1}^{\infty} |a_k^*| \leq \frac{c \epsilon}{2 \pi} \frac{1}{N^2 \epsilon^2 + \alpha^2 + 2 \epsilon \epsilon}.
\]
(4.7)

Similarly
\[
\sum_{k=N+1}^{\infty} |b_k^*| \leq \frac{c \epsilon}{2 \pi} \frac{1}{N^2 \epsilon^2 + \beta^2 + 2 \epsilon \epsilon}.
\]
(4.8)

The required result (4.2) is obtained from (4.3), (4.7) and (4.8).
\[\blacksquare\]

For \(\alpha \geq \beta > 0\), when \(N = 0\), we have from Theorem 4.1
\[
|(u - \tilde{u}^*)(x, y)| \equiv |w(x, y)| \leq \frac{2c \epsilon}{\pi} \left\{ \frac{1}{\alpha^2} + \frac{1}{\beta^2} \right\}.
\]
(4.9)

Comparing the constants in Proposition 3.2 and Theorem 4.1, the same parameters \(O(\frac{c \epsilon}{\alpha^2})\) and \(O(\frac{c \epsilon}{\beta^2})\) are found. However, the factor \(\frac{2}{\pi} = 0.6366\) in Theorem 4.1 is larger than the factor \(\frac{1}{2 \pi} = 0.1839\) in Proposition 3.2. Moreover in Model B with \(\beta = 0, \alpha \geq 0, c > 0\) and \(N = 0\), we have from Theorem 4.1
\[
|u - \tilde{u}^*| \equiv |w(x, y)| \leq \frac{1}{\pi} = 0.3183,
\]
(4.10)

which is also larger than the 0.1268 obtained from Proposition 3.3.

For approximations to the solution \(u\) we choose \(N\) to fulfill the criterion
\[
\max_S |u - u_N| \leq \delta = \frac{1}{2} 10^{-4}.
\]
(4.11)

This ensures that at least four significant digits in the mantissa must be correct for the \(u_N\) close to the boundary \(x = \pi\) and \(y = \pi\), since \(\max_S |u(x, y)| = 1\) and \(u_N = 1\) at \(x = \pi \cup y = \pi\).

We have the following corollaries from Theorem 4.1.

**Corollary 4.1.** For Model B with \(\beta = 0\), (4.11) is satisfied if we choose
\[
N = \sqrt{\frac{c}{\pi \epsilon \delta}}.
\]
(4.12)

Often in practical computations, we choose \(N\) as large as \(N = O(10^6)\). Then, in (4.12), \(\epsilon = 10^{-8}\) can be allowed, which is satisfactory for many practical applications.

**Corollary 4.2.** For Model A with \(\alpha \geq \beta > 0\), when \(\epsilon \geq \delta\) with the constant \(q = \frac{4c}{\pi \beta^2}\), (4.11) is satisfied if we choose
\[
N = \sqrt{\frac{c}{\pi \epsilon \delta}} = O(10^4).
\]
(4.13)
Also, when \( \epsilon \leq \frac{\delta}{q} \), it suffices to choose
\[
N = O(1) \quad \text{or} \quad N = 0.
\] (4.14)

**Proof.** We show only (4.14). From (4.2) and \( \epsilon \leq \frac{\delta}{q} \), we have
\[
\max_\delta \left| u - u_N \right| \leq \frac{ce}{\pi} \left( \frac{\epsilon^2 N^2 + b^2 + 2c\epsilon}{4} \right) \leq \frac{4ce}{\pi \beta^2} = q\epsilon \leq \delta.
\] (4.15)

**Corollary 4.2** implies that Model A may serve as a better test problem than Model B, because the \( N \) can be chosen to be moderately small, and particularly, we may choose \( N = 0 \) (i.e., \( u_0(x, y) = \bar{u}^*(x, y) \)) when \( \epsilon \to 0 \). This surprising result also agrees with **Proposition 3.2**. ■

### 4.2. Error bounds for the scaled fluxes in Models A and B

We now establish bounds for the appropriately scaled errors in the fluxes \( |(u_x - (u_N)_x)| \) and \( |(u_y - (u_N)_y)| \). From (4.1) we have the approximate derivatives
\[
(u_N)_x = \bar{u}^*_x(x, y) + \exp\left( \frac{-\alpha(\pi-x) - \beta(\pi-y)}{2\epsilon} \right) \left\{ \frac{\alpha}{2\epsilon} \sum_{k=1}^{N} \left( a_k^* \sinh(t_k y) \sin kx + b_k^* \sinh(t_k x) \sin ky \right) 
+ \sum_{k=1}^{N} \left( a_k^* k \sin(t_k y) \sin kx + b_k^* k \sinh(t_k x) \sin ky \right) \right\},
\] (4.16)
and
\[
(u_N)_y = \bar{u}^*_y(x, y) + \exp\left( \frac{-\alpha(\pi-x) - \beta(\pi-y)}{2\epsilon} \right) \left\{ \frac{\beta}{2\epsilon} \sum_{k=1}^{N} \left( a_k^* \sinh(t_k y) \sin kx + b_k^* \sinh(t_k x) \sin ky \right) 
+ \sum_{k=1}^{N} \left( a_k^* k \cosh(t_k y) \sin kx + b_k^* k \sinh(t_k x) \cos ky \right) \right\}.
\] (4.17)

We have the following theorem for Models A and B.

**Theorem 4.2.** Let \( \epsilon \in (0, 1] \). For Models A and B, we have the error bound
\[
\max_\delta \left| \epsilon(u_x - (u_N)_x) \right| \leq \frac{1}{3} \left[ 1 - \exp\left( -\left( \frac{\alpha}{\sqrt{2}} + \sqrt{c} \right) \pi \right) \right] \times \left\{ \frac{c}{\pi N} \right. \\
+ \left. \frac{(\alpha^2 + (\sqrt{2} + \sqrt{c})^2 c)}{\pi} \right\} \frac{\epsilon}{\epsilon^2 N^2 + b^2 + 2c\epsilon} \exp\left( \frac{-\alpha(\pi-x) - \beta(\pi-y)}{2\epsilon} \right). \] (4.18)

**Proof.** We have from (4.16) and (2.32)
\[
|u_x - (u_N)_x| \leq \frac{\alpha}{2\epsilon} |u - u_N| + \sum_{k=N+1}^{\infty} \left| a_k^* |k + b_k^* |k \right| \cosh(t_k x) \sinh(t_k \pi) \exp\left( \frac{-\alpha(\pi-x) - \beta(\pi-y)}{2\epsilon} \right). \] (4.19)

The bound on the first term on the right-hand side of (4.19) is obtained from **Theorem 4.1**
\[
\frac{\alpha}{2\epsilon} |u - u_N| \leq \frac{\alpha c}{2\pi} \left( \frac{1}{\epsilon^2 N^2 + b^2 + 2c\epsilon} \right) \exp\left( \frac{-\alpha(\pi-x) - \beta(\pi-y)}{2\epsilon} \right). \] (4.20)
Next, we have from (2.36)
\[
\sum_{k=N+1}^{\infty} |a_k|^k \leq \frac{c}{\pi} \sum_{k=N+1}^{\infty} \frac{k^2 \epsilon^3}{(k^2 \epsilon^2 + \frac{\alpha^2 + 2\epsilon}{4})^2} \\
\leq \frac{c}{\pi \epsilon} \sum_{k=N+1}^{\infty} \frac{1}{k^2} \leq \frac{c}{\pi \epsilon} \int_{N}^{\infty} \frac{dt}{t^2} = \frac{c}{\pi \epsilon N^2}.
\]
(4.21)

Also, for \( \epsilon \leq 1 \) and \( \alpha \geq \beta \), we have from \( \sqrt{a^2 + b^2} \leq |a| + |b| \),
\[
t_k = \left\{ k^2 + \frac{\alpha^2 + \beta^2 + 4\epsilon c}{4\epsilon^2} \right\}^{1/2} \\
\leq k + \frac{1}{\epsilon} \left( \frac{\alpha}{\sqrt{2}} + \sqrt{c} \right) \leq k + \frac{1}{\epsilon} \left( \frac{\alpha}{\sqrt{2}} + \sqrt{c} \right).
\]
(4.22)

Then, we obtain the bound
\[
\sum_{k=N+1}^{\infty} |b_k|^k t_k \leq \sum_{k=N+1}^{\infty} k |b_k|^k + \frac{1}{\epsilon} \left( \frac{\alpha}{\sqrt{2}} + \sqrt{c} \right) \sum_{k=N+1}^{\infty} |b_k|^k.
\]
(4.23)

From similar arguments to those used for (4.21) and from Theorem 4.1, we see that
\[
\sum_{k=N+1}^{\infty} |b_k|^k t_k \leq \left\{ \frac{c}{\pi \epsilon N} + \frac{(\frac{\alpha}{\sqrt{2}} + \sqrt{c})c}{\pi} \frac{1}{\epsilon N^2 + \frac{\beta^2 + 2\epsilon c}{4}} \right\}.
\]
(4.24)

We now consider the function
\[
p(x) = \frac{\cosh(t_k x)}{\sinh(t_k \pi)}.
\]
(4.25)

Since \( p'(x) \geq 0 \), the maximal value of \( p(x) \) occurs at \( x = \pi \), and so
\[
p(x) \leq \frac{\cosh(t_k \pi)}{\sinh(t_k \pi)} = \frac{1 + \exp(-2t_k \pi)}{1 - \exp(-2t_k \pi)} \leq \frac{2}{1 - \exp(-2t_k \pi)}.
\]
(4.26)

For \( \epsilon \in (0, 1] \), we have from (4.22) and \( \sqrt{a^2 + b^2} \geq \frac{1}{\epsilon} (|a| + |b|) \)
\[
t_k \geq \sqrt{\frac{\beta^2}{4\epsilon^2} + \frac{c}{\epsilon}} \geq \sqrt{\frac{\beta^2}{4} + c} \geq \frac{1}{2} \left( \frac{\beta}{2} + \sqrt{c} \right).
\]
(4.27)

Hence we have
\[
\frac{\cosh(t_k x)}{\sinh(t_k \pi)} \leq \frac{2}{1 - \exp\left(-\left(\frac{\beta}{2} + \sqrt{c}\right)\pi\right)}.
\]
(4.28)

Combining (4.24) and (4.28) gives
\[
\sum_{k=N+1}^{\infty} |b_k|^k \frac{\cosh(t_k x)}{\sinh(t_k \pi)} \leq \frac{2}{1 - \exp(-\left(\frac{\beta}{2} + \sqrt{c}\right)\pi)} \left\{ \frac{c}{\pi \epsilon N} + \frac{(\frac{\alpha}{\sqrt{2}} + \sqrt{c})c}{\pi} \frac{1}{\epsilon N^2 + \frac{\beta^2 + 2\epsilon c}{4}} \right\}.
\]
(4.29)

Hence, from (4.19)–(4.21) and (4.29), we have the bound
\[
|u_x - (u_N)_x| \leq \left\{ \frac{c}{\pi \epsilon N} + \frac{\alpha c}{2\pi \epsilon^2 N^2 + \frac{\beta^2 + 2\epsilon c}{4}} + \frac{2}{1 - \exp(-\left(\frac{\beta}{2} + \sqrt{c}\right)\pi)} \right\} \times \left\{ \frac{c}{\pi \epsilon N} + \frac{(\frac{\alpha}{\sqrt{2}} + \sqrt{c})c}{\pi} \frac{1}{\epsilon N^2 + \frac{\beta^2 + 2\epsilon c}{4}} \right\} \exp\left(-\frac{\alpha(\pi - x) - \beta(\pi - y)}{2\epsilon}\right).
\]
\[ \leq \frac{3}{1 - \exp\left(-\left(\frac{3}{2} + \sqrt{3}\right)\pi\right)} \times \left\{ \frac{c}{\pi \epsilon N} + \frac{\left(\frac{c}{\sqrt{2}} + \sqrt{3}\right)c}{\pi \epsilon^2 N^2 + \frac{\beta^2 + 2\epsilon c}{4}} \right\} \exp\left(-\frac{\alpha(\pi - x) - \beta(\pi - y)}{2\epsilon}\right). \]

The desired result (4.18) is obtained from the above estimate multiplied by \( \epsilon \). This completes the proof of Theorem 4.2.

For \( |\epsilon(u_y - (u_N)_y)| \) an analogous result to Theorem 4.2 is obtained by similar arguments.

With Model A for approximations to the fluxes \( u_x, u_y \) we choose \( N \) to fulfill the criterion

\[ \max_S \left\{ \max_S |\epsilon(u_x - (u_N)_x)|, \max_S |\sqrt{\epsilon}(u_y - (u_N)_y)| \right\} \leq \frac{1}{2} 10^{-4}. \]  

(4.30)

We have the following corollary to Theorem 4.2.

**Corollary 4.3.** In the case of Model A with \( \alpha \geq \beta > 0 \), when \( \epsilon \geq 10^{-4} \), in order to satisfy (4.30), it suffices to choose

\[ N = O\left(\frac{1}{\sqrt{\epsilon \delta}}\right) + O\left(\frac{1}{\delta}\right). \]  

(4.31)

Also, when \( \epsilon \leq 10^{-4} \) we may choose

\[ N = O\left(\frac{1}{\delta}\right). \]  

(4.32)

Corollary 4.3 implies that for Model A, it is sufficient to choose \( N = O(10^4) \) in computing the approximate fluxes from (4.16) and (4.17). More interestingly, such a computation is valid for Model A even when \( \epsilon \to 0 \).

On the other hand, in the case of Model B with \( \alpha > 0 \) and \( \beta = 0 \), for approximations to the fluxes \( u_x, u_y \) we choose \( N \) to fulfill the criterion

\[ \max_S \left\{ \max_S |\epsilon(u_x - (u_N)_x)|, \max_S |\sqrt{\epsilon}(u_y - (u_N)_y)| \right\} \leq \frac{1}{2} 10^{-4}. \]  

(4.33)

Note here the different scalings of the fluxes from Model A. We have the following corollary to Theorem 4.2.

**Corollary 4.4.** In the case of Model B with \( \beta = 0 \), in order to satisfy (4.33), it suffices to choose

\[ N = O\left(\frac{1}{\sqrt{\epsilon \delta}}\right) + O\left(\frac{1}{\sqrt{\epsilon \delta}}\right). \]  

(4.34)

When \( N = O(10^8) \), we may choose \( \epsilon \) as small as \( \epsilon = 10^{-8} \) in practical computations. Compared with \( N = O(10^4) \) given in Model A, more CPU time is needed. However, for the computation of scaled flux when \( \epsilon \to 0 \), using Model A is still more beneficial, than using Model B.

5. Model C

We now consider Model C with \( c = 0 \) and \( \alpha \geq \beta > 0 \). In this case we have

\[ T_\alpha = t_\alpha = \frac{\alpha}{2\epsilon}, \quad T_\beta = t_\beta = \frac{\beta}{2\epsilon}, \]  

(5.1)

and (2.28)–(2.31) reduce to

\[ \mathcal{L}u = -\epsilon(u_{xx} + u_{yy}) + \alpha u_x + \beta u_y, \quad \text{in} \ S, \]  

(5.2)

\[ u(x, \pi) = u(\pi, y) = 1, \]  

(5.3)
\[ u(x, 0) = \frac{\sinh(\frac{\alpha}{2\epsilon} x)}{\sinh(\frac{\alpha}{2\epsilon} \pi)} \exp \left( -\frac{\alpha(\pi - x)}{2\epsilon} \right), \] (5.4)

\[ u(0, y) = \frac{\sinh(\frac{\beta}{2\epsilon} y)}{\sinh(\frac{\beta}{2\epsilon} \pi)} \exp \left( -\frac{\beta(y - \pi)}{2\epsilon} \right). \] (5.5)

The exact solution of (5.2)–(5.5) is then given by

\[ u(x, y) = \bar{u}^*(x, y) = \frac{\sinh(\frac{\alpha}{2\epsilon} x)}{\sinh(\frac{\alpha}{2\epsilon} \pi)} \exp \left( -\frac{\alpha(\pi - x)}{2\epsilon} \right) \]
\[ + \frac{\sinh(\frac{\beta}{2\epsilon} y)}{\sinh(\frac{\beta}{2\epsilon} \pi)} \exp \left( -\frac{\beta(y - \pi)}{2\epsilon} \right) - \frac{\sinh(\frac{\alpha}{2\epsilon} x)}{\sinh(\frac{\alpha}{2\epsilon} \pi)} \frac{\sinh(\frac{\beta}{2\epsilon} y)}{\sinh(\frac{\beta}{2\epsilon} \pi)} \exp \left( -\frac{\alpha(\pi - x) - \beta(y - \pi)}{2\epsilon} \right). \] (5.6)

In [5], several models with \( c = 0 \) are discussed. The simplest model of (5.2)–(5.5) with a two-dimensional boundary layer can also be used as a test problem for comparing numerical methods. Note that there is no need for Model C to have more terms in the approximate solutions than do Models A and B, and that the conditions \( \alpha > 0 \) and \( \beta > 0 \) are both required for nontrivial solutions.

6. Numerical experiments with Models A, B and C

The coefficients \( a_k^* \) and \( b_k^* \) can be easily evaluated from (2.36) and (2.37). However, computations involving the exponential functions \( \exp(\frac{x}{2\epsilon}) \) should be avoided. In (4.1), (4.16) and (4.17), the following functions should be rewritten as

\[ \frac{\sinh(t_k x)}{\sinh(t_k \pi)} = \exp(-t_k(\pi - x)) \frac{(1 - \exp(-2t_k x))}{(1 - \exp(-2t_k \pi))}, \] (6.1)

and

\[ \frac{\cosh(t_k x)}{\sinh(t_k \pi)} = \exp(-t_k(\pi - x)) \frac{(1 + \exp(-2t_k x))}{(1 - \exp(-2t_k \pi))}. \] (6.2)

We choose two cases for numerical experiments: Model A with \( \alpha = \beta = c = 1 \), whose solutions of Model A are symmetric with respect to \( x \) and \( y \), and Model B with \( \alpha = c = 1 \) and \( \beta = 0 \).

First, let us verify Proposition 3.3 numerically. For Model B, the function (3.33) is simplified to

\[ w(\pi, y) = f_4(y) = \frac{\sinh(\sqrt{\frac{1}{2\epsilon}} y)}{\sinh(\sqrt{\frac{1}{2\epsilon}} \pi)} - \frac{\sinh(\sqrt{\frac{1}{\epsilon}} y)}{\sinh(\sqrt{\frac{1}{\epsilon}} \pi)}. \] (6.3)

By the Newton iteration method, we find the extreme location \( y = \bar{y} \) and value \( w(\pi, \bar{y}) \). For \( \epsilon = 10^{-4} \), the numerical values are given by

\[ \bar{y} = 3.12976 = \pi - v\sqrt{\epsilon}, \quad v = 1.1833, \] (6.4)

\[ w(\pi, \bar{y}) = 0.12686. \] (6.5)

Eqs. (6.4) and (6.5) perfectly verify Proposition 3.3. Numerical verifications of Propositions 3.1 and 3.2 can be completed similarly; the details are omitted.

Now we examine the convergence of (4.1) at \( x = \pi \). Since \( u(\pi, y) = 1 \), the required integer \( N \) can be easily determined from

\[ \max_{0 \leq y \leq \pi} |1 - u_N(\pi, y)| \leq \delta_d = \frac{1}{2} 10^{-d}, \quad d = 2, 3, 4, 5. \] (6.6)

Since the extreme location \( \bar{y} \) is known, we may simply seek \( N \) such that

\[ |1 - u_N(\pi, \bar{y})| \leq \delta_d. \] (6.7)
Tables 6.1 and 6.6 are consistent (4.14) and Corollary 4.1

Table 6.1
The minimal $N$ of $u_N$ at $(x, y) = (\pi, \pi - \epsilon)$ for Model A with $\alpha = \beta = \epsilon = 1$ and $\delta_d = \frac{1}{2} 10^{-d}$

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$x$</th>
<th>$y$</th>
<th>$\delta_2$</th>
<th>$\delta_3$</th>
<th>$\delta_4$</th>
<th>$\delta_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>$\pi$</td>
<td>$\pi - \epsilon$</td>
<td>10</td>
<td>20</td>
<td>23</td>
<td>51</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$\pi$</td>
<td>$\pi - \epsilon$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10,588</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>$\pi$</td>
<td>$\pi - \epsilon$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.2
The minimal $N$ of $u_N$ at $(x, y) = (\pi, \bar{y})$ for Model B with $\alpha = \epsilon = 1$, $\beta = 0$ and $\delta_d = \frac{1}{2} 10^{-d}$

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$x$</th>
<th>$y$</th>
<th>$\delta_2$</th>
<th>$\delta_3$</th>
<th>$\delta_4$</th>
<th>$\delta_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>$\pi$</td>
<td>2.76741</td>
<td>5</td>
<td>13</td>
<td>30</td>
<td>46</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$\pi$</td>
<td>3.12976</td>
<td>174</td>
<td>189</td>
<td>435</td>
<td>690</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>$\pi$</td>
<td>3.14147</td>
<td>17,403</td>
<td>18,917</td>
<td>19,098</td>
<td>19,117</td>
</tr>
</tbody>
</table>

The computed values of $N$ are listed in Tables 6.1 and 6.2. Based on the results in Table 6.1, the following interesting conclusions for Model A can be reached:

(1) For Model A, when $\epsilon = 10^{-8}$, $N = 0$ is given, which implies that $\tilde{u}^\alpha(x, y)$ is sufficient without more terms in the expansion. Also $N = 0$ for $\epsilon < \delta$. These results coincide with (4.14).

(2) When $\epsilon = 10^{-4}$ and $\delta = \frac{1}{2} 10^{-5}$, $N = 10,588$ is given. In fact, $q = \frac{4}{\pi} = 1.273$, then $\epsilon > \frac{\delta}{q}$. Corollary 4.2 yields $N = \sqrt{\frac{c}{\pi \epsilon \delta}} = 25,231$, which is larger but not far from $N = 10,588$, from the viewpoint of the discrepancy between the theoretical prediction and the practical computation. In real applications in the case of Model A, we may choose $\delta = \frac{1}{2} 10^{-4}$, and $N = 0$ may be used when $\epsilon = 10^{-4}$ and $\epsilon = 10^{-8}$. This is significant for practical computations of the boundary layers when $\epsilon \rightarrow 0$.

(3) When $\delta \leq \frac{1}{2} 10^{-4}$, $N = 23$ is listed in Table 6.1 for $\epsilon = 0.1$, which however is small. Interestingly, the convergence of Model A for $\epsilon = 0.1$ is the slowest.

From the results in Table 6.2, we can see that for Model B the smaller the value of $\epsilon$ is, the larger is the required value of $N$. Such a conclusion can also be drawn from (4.12). Also, the values of $N$ given in Table 6.2 are consistent with Corollary 4.1. The maximal $N = 19,117$ is still small compared with that in [1].

Since the exact derivatives within $S$ and the normal derivatives to $\Gamma$ are unknown, the appropriate value of $N$ may be found in practice from the criterion

$$|\epsilon((u_N)_\alpha - (u_{N-1})_\alpha)| \leq \delta = \frac{1}{2} 10^{-4}. \quad (6.8)$$

The resulting $N$ and the approximate solutions and derivatives are listed in Tables 6.3–6.8. Note that $N = 1$ in (6.8) implies that $N = 0$ may be used after this trial computation. In Tables 6.3–6.8, $\epsilon(u_N)_\alpha = O(1)$ and $\sqrt{\epsilon}(u_N)_\alpha = O(1)$ imply that $(u_N)_\alpha = O(\frac{1}{\epsilon})$ and $(u_N)_\alpha = O(\frac{1}{\sqrt{\epsilon}})$ in the regular and parabolic boundary layers, respectively.

From the results in Tables 6.3–6.5, we can also see that for Model A $N = O(10)$ is needed for $\epsilon = 0.1$, but $N = 1$ suffices for $\epsilon \leq 10^{-4}$. Suppose that the width of the regular layers is defined by $u_N \geq \epsilon$. A width of about $2\epsilon$ can be observed from the solutions at $(x, y) = (\pi, \pi - \epsilon)$ in Table 6.3 for $\epsilon = 0.1$.

Suppose that the width of the boundary layers is defined by the criterion $u_N \geq \sqrt{\epsilon}$. Then a width of about $\sqrt{\epsilon}$ can be observed from the solutions at $(x, y) = (\pi - i\sqrt{\epsilon}, \pi - i\sqrt{\epsilon})$ in Table 6.6 for $\epsilon = 0.1$. For the width of the first order derivatives, the numerical width is seen to be a little larger than $2\sqrt{\epsilon}$ by noting that $\sqrt{\epsilon}(u_N)_y = 0.1360$ at $(x, y) = (\pi - 2\sqrt{\epsilon}, \pi - 2\sqrt{\epsilon})$ in Table 6.6. Thus the computational results are in close agreement with the well-known theoretical result that the width of a parabolic boundary layer is of $O(\sqrt{\epsilon})$.

It is interesting to see from Tables 6.7 and 6.8 that

$$\epsilon(u_N)_\alpha = 0, \quad u_N = \sqrt{\epsilon}(u_N)_y. \quad (6.9)$$
Table 6.3
The solution values near the corner $(\pi, \pi)$ for Model A with $\alpha = \beta = c = 1$, $\delta = \frac{1}{2}10^{-4}$ and $\epsilon = 0.1$

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y$</th>
<th>$\epsilon(u_N)_x$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi$</td>
<td>$\pi - \epsilon$</td>
<td>0.7454</td>
<td>30</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\pi - 2\epsilon$</td>
<td>0.9785</td>
<td>16</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\pi - 3\epsilon$</td>
<td>1.053</td>
<td>21</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\pi - 4\epsilon$</td>
<td>1.080</td>
<td>8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y$</th>
<th>$u_N$</th>
<th>$N$</th>
<th>$\epsilon(u_N)_x$</th>
<th>$N$</th>
<th>$\epsilon(u_N)_y$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi - \epsilon$</td>
<td>$\pi - \epsilon$</td>
<td>0.5540</td>
<td>18</td>
<td>0.2376</td>
<td>1</td>
<td>0.2376</td>
<td>1</td>
</tr>
<tr>
<td>$\pi - 2\epsilon$</td>
<td>$\pi - 2\epsilon$</td>
<td>0.2113</td>
<td>1</td>
<td>0.1072</td>
<td>1</td>
<td>0.1072</td>
<td>1</td>
</tr>
<tr>
<td>$\pi - 3\epsilon$</td>
<td>$\pi - 3\epsilon$</td>
<td>0.0738</td>
<td>1</td>
<td>3.934(-2)</td>
<td>1</td>
<td>3.934(-2)</td>
<td>1</td>
</tr>
<tr>
<td>$\pi - 4\epsilon$</td>
<td>$\pi - 4\epsilon$</td>
<td>0.0252</td>
<td>1</td>
<td>1.362(-2)</td>
<td>1</td>
<td>1.362(-2)</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6.4
The solution values near the corner $(\pi, \pi)$ for Model A with $\alpha = \beta = c = 1$, $\delta = \frac{1}{2}10^{-4}$ and $\epsilon = 10^{-4}$

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y$</th>
<th>$\epsilon(u_N)_x$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi$</td>
<td>$\pi - \epsilon$</td>
<td>0.6322</td>
<td>1</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\pi - 2\epsilon$</td>
<td>0.8648</td>
<td>1</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\pi - 3\epsilon$</td>
<td>0.9503</td>
<td>1</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\pi - 4\epsilon$</td>
<td>0.9818</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y$</th>
<th>$u_N$</th>
<th>$N$</th>
<th>$\epsilon(u_N)_x$</th>
<th>$N$</th>
<th>$\epsilon(u_N)_y$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi - \epsilon$</td>
<td>$\pi - \epsilon$</td>
<td>0.6004</td>
<td>1</td>
<td>0.2326</td>
<td>1</td>
<td>0.2326</td>
<td>1</td>
</tr>
<tr>
<td>$\pi - 2\epsilon$</td>
<td>$\pi - 2\epsilon$</td>
<td>0.2523</td>
<td>1</td>
<td>0.1170</td>
<td>1</td>
<td>0.1170</td>
<td>1</td>
</tr>
<tr>
<td>$\pi - 3\epsilon$</td>
<td>$\pi - 3\epsilon$</td>
<td>0.0971</td>
<td>1</td>
<td>4.730(-2)</td>
<td>1</td>
<td>4.730(-2)</td>
<td>1</td>
</tr>
<tr>
<td>$\pi - 4\epsilon$</td>
<td>$\pi - 4\epsilon$</td>
<td>0.0363</td>
<td>1</td>
<td>1.797(-2)</td>
<td>1</td>
<td>1.797(-2)</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6.5
The solution values near the corner $(\pi, \pi)$ for Model A with $\alpha = \beta = c = 1$, $\delta = \frac{1}{2}10^{-4}$ and $\epsilon = 10^{-8}$

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y$</th>
<th>$\epsilon(u_N)_x$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi$</td>
<td>$\pi - \epsilon$</td>
<td>0.6321</td>
<td>1</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\pi - 2\epsilon$</td>
<td>0.8647</td>
<td>1</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\pi - 3\epsilon$</td>
<td>0.9502</td>
<td>1</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\pi - 4\epsilon$</td>
<td>0.9817</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y$</th>
<th>$u_N$</th>
<th>$N$</th>
<th>$\epsilon(u_N)_x$</th>
<th>$N$</th>
<th>$\epsilon(u_N)_y$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi - \epsilon$</td>
<td>$\pi - \epsilon$</td>
<td>0.6004</td>
<td>1</td>
<td>0.2325</td>
<td>1</td>
<td>0.2325</td>
<td>1</td>
</tr>
<tr>
<td>$\pi - 2\epsilon$</td>
<td>$\pi - 2\epsilon$</td>
<td>0.2524</td>
<td>1</td>
<td>0.1170</td>
<td>1</td>
<td>0.1170</td>
<td>1</td>
</tr>
<tr>
<td>$\pi - 3\epsilon$</td>
<td>$\pi - 3\epsilon$</td>
<td>0.0971</td>
<td>1</td>
<td>4.731(-2)</td>
<td>1</td>
<td>4.731(-2)</td>
<td>1</td>
</tr>
<tr>
<td>$\pi - 4\epsilon$</td>
<td>$\pi - 4\epsilon$</td>
<td>0.0363</td>
<td>1</td>
<td>1.798(-2)</td>
<td>1</td>
<td>1.798(-2)</td>
<td>1</td>
</tr>
</tbody>
</table>

at $(x, y) = (\bar{x}, \bar{y}) = (\pi - i\sqrt{\epsilon}, \pi - i\sqrt{\epsilon}), i = 1, 2, 3, 4$. Eq. (6.9) implies that for $x \in [\pi - \sqrt{\epsilon}, \pi - 4\sqrt{\epsilon}]$, the solution $\hat{u}(y) = u_N$ is independent of $x$, and satisfies

$$\hat{u} = \sqrt{\epsilon} \frac{d\hat{u}}{dy}, \quad \hat{u}|_{y=\pi} = 1. \quad (6.10)$$

The solution of the above equation is given by

$$\hat{u} = \exp\left(-\frac{1}{\sqrt{\epsilon}} (\pi - y)\right). \quad (6.11)$$
are reasonable because

\[ \pi - \sqrt{\epsilon} \]

the two-dimensional problem Model B may be simplified to the one-dimensional problem

\[ \sqrt{\epsilon}(u_N)_x \]

Table 6.8
The solution values near the corner \((\pi, \pi)\) in the distance of \(O(\sqrt{\epsilon})\) for Model B with \(\alpha = c = 1, \beta = 0, \delta = \frac{1}{2} 10^{-4}\) and \(\epsilon = 10^{-8}\)

<table>
<thead>
<tr>
<th>(x)</th>
<th>(y)</th>
<th>(u_N)</th>
<th>(N)</th>
<th>(x)</th>
<th>(y)</th>
<th>(\sqrt{\epsilon}(u_N)_y)</th>
<th>(N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\pi)</td>
<td>(\pi - \sqrt{\epsilon})</td>
<td>0.5069</td>
<td>1</td>
<td>(\pi - \sqrt{\epsilon})</td>
<td>(\pi)</td>
<td>1.000</td>
<td>1</td>
</tr>
<tr>
<td>(\pi)</td>
<td>(\pi - 2\sqrt{\epsilon})</td>
<td>0.7569</td>
<td>1</td>
<td>(\pi - 2\sqrt{\epsilon})</td>
<td>(\pi)</td>
<td>1.000</td>
<td>1</td>
</tr>
<tr>
<td>(\pi)</td>
<td>(\pi - 3\sqrt{\epsilon})</td>
<td>0.8801</td>
<td>1</td>
<td>(\pi - 3\sqrt{\epsilon})</td>
<td>(\pi)</td>
<td>1.000</td>
<td>1</td>
</tr>
<tr>
<td>(\pi)</td>
<td>(\pi - 4\sqrt{\epsilon})</td>
<td>0.9409</td>
<td>1</td>
<td>(\pi - 4\sqrt{\epsilon})</td>
<td>(\pi)</td>
<td>1.000</td>
<td>1</td>
</tr>
</tbody>
</table>

On the other hand, for Model B with \(\alpha = c = 1\) and \(\beta = 0\), when \(\epsilon \to 0\) the solution (2.26) at \((\bar{x}, \bar{y})\) leads to

\[ u^*(\bar{x}, \bar{y}) \approx \frac{\sinh(\frac{1}{\sqrt{\epsilon}} \bar{y})}{\sinh(\frac{1}{\sqrt{\epsilon}} \pi)} \approx \exp\left( -\frac{1}{\sqrt{\epsilon}} (\pi - \bar{y}) \right). \]  

(6.12)

The observed results (6.9) are reasonable because \(\bar{u} \approx \tilde{u}^*\). We can also conclude from (6.9) that, when \(x \leq \pi - \sqrt{\epsilon}\), the two-dimensional problem Model B may be simplified to the one-dimensional problem
\( -\epsilon w''(y) + c w(y) = 0, \quad w(0) \approx 0, \quad w(\pi) = 1 \) 

(6.13)

with the solution \( w(y) = \exp(-\frac{1}{\sqrt{\epsilon}}(\pi - y)) \). The solution behaviour of Model B is more complicated and intriguing than that of Model A; more detailed numerical results are reported in [1].

The solution profiles of \( \bar{u}^* \) (i.e., \( N = 0 \)) for Models A, B and C are depicted in Figs. 6.1–6.3, where \( u = \bar{u}^* \) for Model C. We depict the solution profiles for only \( \epsilon = 0.01 \). It is easy to see that the widths of the parabolic boundary layers in Fig. 6.2 are much larger than those of the regular boundary layers in Fig. 6.1. It can also be observed from the results in Fig. 6.2 that for Model B there exists a discrepancy between \( \bar{u}^* \) and \( u = 1 \) along \( x = \pi \), which is consistent with Proposition 3.3, where \( \min \bar{u}^* = 1 - 0.1268 = 0.8732 \) at \( x = \pi \). Figs. 6.1–6.3 show that Models A, B and C are good examples of singularly perturbed problems that have solutions containing two-dimensional boundary layers, and thus that they can serve as better test problems than Model I in [1].

7. Final remarks

(a) In this paper accurate and approximate analytic solutions of three new test problems, called Models A, B and C, for singularly perturbed differential equations were considered. The approximate analytic solutions of Models A and B have much faster convergence rates than those for Model I in [1]. For Model B the termination integer for the relative errors of \( u_N \), and its fluxes, is \( N = O(\epsilon \frac{1}{\sqrt{\epsilon}}) \). Hence we may choose \( \epsilon = 10^{-8} \) in real computations. Note that the fast convergence of \( u_N, \epsilon(u_N)_x \) and \( \epsilon(u_N)_y \) in this paper is valid over the entire domain \( S \) including the corner \( (\pi, \pi) \). This is significant, compared with Model I in [1,8], where the flux computation at the corner \( (\pi, \pi) \) is excluded.
(b) Interestingly, for Model A we may carry out the computation of \( u_N, \epsilon(u_N)_x \) and \( \epsilon(u_N)_y \) even for \( \epsilon \to 0 \), see Corollaries 4.2 and 4.3. Moreover, when \( N = O(10^4) \), the approximate solutions are satisfactory for practical applications.

(c) The computed results in Section 6 are promising. For \( \delta = \frac{1}{2} 10^{-4} \), we may choose \( N = 0 \) for Model A when \( \epsilon \leq 10^{-4} \). This implies that the function \( \tilde{u}^\delta(x, y) \) in (2.26) can be chosen as the approximate solution of Model A, and there is no need for further terms in the expansion. This is particularly significant for regular boundary layers as \( \epsilon \to 0 \). The maximal \( N \) are found numerically to be

\[
N = O(10), \quad N = O(10^4),
\]  

(7.1)

for Models A, B respectively. Fast convergence rates of the test problems are essential in applications. Hence, Models A and B and the corresponding analysis in this paper will provide an impact on the study of numerical methods for singularly perturbed differential equations. All computations in Tables 6.1–6.8 are carried out by Java programs in double precision, in contrast to those in [1] carried out by Mathematica programs, using an unlimited number of significant digits.

(d) In [1] the fundamental analysis of approximate analytic solutions of some singularly perturbed differential equations was reported. Model I with two-dimensional boundary layers and Model II with spike-like solutions were proposed. In the present paper, we constructed additional approximate analytic solutions in Section 2.1, and we deliberately designed Models A and B with two-dimensional boundary layers such that their approximate solutions have fast convergence rates. Model C has a simple exact solution in the case \( c = 0 \). Other better and more useful test problems for singularly perturbed differential equations may be found in the future by following the techniques described in this paper and in [1].
Fig. 6.3. The profiles of the solutions and derivatives for Model C with $\alpha = \beta = 1$, $c = 0$ and $\epsilon = 0.01$.
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