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Abstract

Software development relies heavily on reusable libraries and software components. For correct use of the provided API, proper documentation is needed. API usage is often demonstrated by giving example applications and code samples. In this paper we propose an approach for mining such usage scenarios from run-time communication between sample applications and the API. This is done automatically by first monitoring the API usage of sample applications, then filtering the generated traces, and finally synthesizing the sequence diagrams and illustrating them in a well-formed way as UML2 sequence diagrams. Such usage scenarios support the software engineer in comprehending the usage of the API. With proper tool support they can also be used for validating other applications’ API usage and for generating code for a new application using the same API.

1 Introduction

Today’s applications are often constructed relying on reuse, e.g. in terms COTS component integration, library reuse, or use of application frameworks. Reusing such existing solutions requires understanding the API or framework interface offered. For correct reuse, the software engineer typically needs to understand both structural and behavioral aspects of the API. From a structural side, she needs to understand what services are available. From a behavioral side, she needs to understand in which order certain services should be called to ensure the desired functionality.

Framework and API documentation typically lists the services available for the reuser. Such documentation describes what methods can be called, for example, what are the abstract classes for which implementations needs to be given. To answer how a certain functionality can be implemented using the API, code examples are sometimes given; they describe what methods and in which order are to be called for implementing a certain functionality. The code examples thus imply API usage scenarios that describe either a recommended or required sequence of API calls needed for implementing this functionality. For example, different usage scenarios can be given to capture rules for implementing different Web service client applications when using a selected Web service toolkit API.

While code fragments can be very useful, they tend to encourage the software engineer to follow a copy-and-paste type of coding practise, without emphasizing the relevant interactions between the application to be implemented and the API or how to separate the required orders of invocations from the freely choosable ones. Koskinen et al. propose in [11] an approach and tool support for generating code, in a user-assisted way, from usage scenarios depicted as UML2 sequence diagrams. Such graphical usage scenarios also support the comprehension of the API and they can be used to distinguish alternative ways to use an API or define required orders of the significant API calls.

In the approach discussed in [11], the usage scenarios are assumed, the focus being on their utilization. API documentation, however, does not typically include such usage scenarios and their manual construction requires good knowledge of the API. In this paper, we propose an approach for automated redocumentation of the API by comparing the run-time behavior of sample applications, requiring no information of the API beforehand. The resulting usage scenarios visualize the sample applications’ common and different ways of using the API. The approach also supports construction of new or updating existing documentation. Finally, the usage scenarios can be used later on for validation purposes: constructed usage scenarios can be used for validating other applications [9].

2 Related Work

Various tools and methods have been proposed to support run-time analysis of software systems (e.g. [8, 13, 14, 16]). These tools often extract event traces, which include method invocations and possibly also object creations and destructions. They use different kinds of scenario notations
One approach to manage the trace explosion problem is to search “behavioral patterns”, i.e. exactly or almost similar sequences of events, from the trace and use them to abstract and/or filter the scenarios [2, 8, 15, 16]. These methods provide only partial support for the problem, but they at least support identification and comprehension of relevant behavioral patterns. UML2 sequence diagram notation, which is also used in our approach, allows illustration of such patterns with its loop and referenced subscenario structures.

By structuring the event trace with behavioral patterns, only limited support for the problem of event trace explosion can be provided. Therefore, we also use another technique, namely filtering. It supports understanding and visualization of the essential run-time behavior by reducing traces to include only the essential behavioral information. This can be done e.g. by instructing the tracer to focus on certain parts of the software only. This useful feature is implemented in the most currently available tracers, e.g. in TPTP [4] that is also used in this work. To guide the filtering, we use a specific filtering model. In a general case, the challenge in this approach is to identify the parts of software that are essential to be included in the trace. For certain specific purposes, however, such parts can be easily identified. This is also the case when monitoring the API usage; communication between an application and an external API can be distinguished from the interactions within the framework and within the application.

The relevant parts of the event trace can also be identified based on predefined rules. Such an approach and tool support has been introduced and demonstrated in [9]; so-called “behavioral profiles” are used to capture essential behavioral rules on the subject software and to guide the filtering of the extracted trace to only contain information relevant from the point of view of these rules. In a study presented in [9], the power of this mechanism was demonstrated; about 99% of the original trace, not relevant from the point of view of the behavioral rules, was filtered out. The behavioral profiles in [9] are given as stereotyped UML2 sequence diagrams. They are thus notationally close to the usage scenarios discussed in this paper. Integration of these two approaches is part of our future work.

Reverse engineering UML2 sequence diagrams from execution traces has been studied also e.g. by Delamare et al. in [3], where the construction of combined fragments (loops and alternative fragments) is guided by annotating simple, flat sequence diagrams with state information. In our approach, we conclude such fragments from a state machine, synthesized either automatically or in a user-assisted way. In another approach proposed by Guéhéneuc and Ziadi [6], combined fragments are used to combine the basic, flat sequence diagrams, without examining the similarities and difference of the internals (message sequences) of the basic sequence diagrams. We, instead, merge the basic sequences and conclude their common, alternative, and optional parts.

3 Approach

To analyze the usage of an API1 without having actual application code, a black-box method and dynamic analysis can be used; the information traced when running the application can be used instead of the source code. The programs may (and should) use the API differently, thus allowing the analyzer to collect different usages of the API. Naturally, to get correct usage information, the running programs should use the API in a valid way.

We next introduce an approach to analyze the use of an API using trace information, which is gathered by monitoring the run-time behaviors of a set of applications using the API. The approach is based on UML notation.

3.1 Overview of the Approach

Fig. 1 presents the process flow for the approach. We use a state machine synthesis approach to merge the information presented in execution traces. Common, optional, and alternative parts in these traces are then concluded from the state machine and visualized using the control structures, called combined fragments, of UML2 sequence diagram notation. The process can be divided into following steps:

1. **Tracing** applications that use the subject API.
2. **Filtering** the traces and categorizing participants (i.e. message senders and receivers) to Application and API groups.
3. **Merging** the filtered traces into a state machine.
4. **Transforming** the state machine into usage scenarios.

This is done with the aid of information used in Filtering step.

In the tracing step, the execution traces are generated by a tracing tool or using instrumented code. Of course, the tracing tool can vary depending on the system, programming language and platform used. Because trace files are usually huge with thousands of messages, the traces are used directly without first loading them to the CASE-tool. In the following subsections, we will clarify the rest of the steps in more detail.

---

1While we use term API through the paper, the approach can also be used to analyze e.g. protocols and frameworks.
3.2 Filtering Trace Information

Identifying the relevant information and distinguishing that from the typically large amount of uninteresting information included in the traces are challenging tasks. Visualization techniques, typically used in the dynamic analysis approaches and tools [8, 13, 14, 16], provide only limited support for overcoming this problem. Often, e.g. when gathering trace information for our purposes, capturing only a specific part of the run-time behavior is needed.

In addition to limit the amount of trace information, we have to somehow distinguish the application and API parts. To do that, we use a UML model (called filtering model) to specify interesting classes and operations, and the roles they play. Further, the classes are divided into two packages (marked with stereotypes «API» and «APP»). Such model can quite easily be created using reverse engineering tools. Naturally, the filtering and categorization can also be done by using textual lists or naming conventions. Still, the model will also give more information about the structural, static side of the analysed API.

Using the filtering model we then automatically filter out all operation calls that are not specified in the model. In addition, all calls inside one package (e.g. calls to subroutines inside the application) are omitted.

During the filtering step, a sequence diagram (i.e. scenario) is generated for each trace. In the sequence diagram, all method calls occur only between two participants (Application and API). The actual participant is still saved to be later used when usage scenarios are created. An example of a filtered sequence diagram is shown in Fig. 2.

Creating a filtering model is not always straightforward. Especially generated classes (e.g. stubs, proxies and wrappers) are usually placed into application’s package hierarchy, but are logically part of the API. Also, it might be difficult to achieve an optimal size for a filtering model. A too large model will yield to unnecessary operation calls, while missing classes or erroneous categorization may filter out (sometimes even mandatory) interaction patterns.

3.3 Merging Trace Information

Often, when tracing an application, we get scenarios presenting only a partial viewpoint of the API usage. For example, in a case of interactive programs, user’s choices affect the execution flow of the application. To handle variation in API usage, we need to merge the scenarios to get more accurate and complete information (step 3).

To merge the scenarios, we transform the filtered sequence diagrams to a state machine. This transformation
Figure 3. Synthesized State Machine

The size of the generated state machine depends on the length and similarity of the input scenarios. Without generalizations, every method call is translated to its own state having one outgoing transition (i.e., return of the call). During the generalization process, states calling the same method are merged if possible. Because of the merging, the synthesized state machine will accept execution paths that are not included in the original inputs. Sometimes, in case of overgeneralization, some of the new paths may not be wanted.

MAS can be run either in an automatic or in an interactive mode. When run in an automatic mode, MAS forms minimal state machine, thus possibly resulting in overgeneralizations. When run in interactive mode, MAS asks the user if certain generalizations are to be allowed or not in the resulting state machine. We can save the questions (and corresponding answers) and fine-tune the generalization process by modifying the answers. We treat the applications and API as black boxes, thus requiring no prior knowledge on the API invocation orders. Thus, we run MAS in automatic mode.

A state machine synthesized from two traces, the filtered trace in Fig. 2 and another one indicating a call of doSpellingSuggestion instead of doGoogleSearch, is presented in Fig. 3.

3.4 Model Transformation: From State Machines Back to Sequence Diagrams

In step 4 of the process we generate the usage scenarios using information on the participants involved in the sample interactions and information synthesized in the state machine. The latter is needed e.g. for identifying the common behavioral patterns (including loops) as well as optional and alternative behaviors. These behaviors are translated into corresponding UML2 structured interaction fragments (i.e., CombinedFragments).

For our model transformation purposes we utilize one of the widely adopted languages, namely, Atlas Transformation Language (ATL) [5]. The transformation generates a sequence of exchanged messages between lifelines by navigating the state machine diagram and applying predefined transformation rules.

The transformation rules define mappings between state machine and UML2 sequence diagram constructs. Most of the transformation rules are listed in Table 1, where state machine constructs are given on the left column and corresponding UML2 metamodel concepts are listed on the right column. First of all, the transformation generates a Collaboration, an Interaction, two Classes (Application and API), two Properties referring to the generated Classes, and two Lifelines representing the created Properties. For each action of state, a sent Message and a reply Message are created for a synchronous call. A similar transformation process is applied to triggers of transitions.

<table>
<thead>
<tr>
<th>State Machine</th>
<th>UML2 Sequence Diagram</th>
</tr>
</thead>
<tbody>
<tr>
<td>State Machine</td>
<td>Collaboration, Interaction, Lifeline, Class, Property</td>
</tr>
<tr>
<td>Action of State</td>
<td>Message, Operation of Class</td>
</tr>
<tr>
<td>Trigger of a transition</td>
<td>Message, Operation of Class</td>
</tr>
<tr>
<td>Multiple outgoing transitions from a State</td>
<td>Alternative CombinedFragment (alt)</td>
</tr>
<tr>
<td>State which are unnecessary to be passed through</td>
<td>Optional CombinedFragment (opt)</td>
</tr>
<tr>
<td>Loop structure</td>
<td>Loop CombinedFragment (loop)</td>
</tr>
</tbody>
</table>

Table 1. Mappings Between State Machine and UML2 Sequence Diagram Constructs

The generated messages are grouped by different kinds of interaction fragments. For instance, consider a situation where there are multiple outgoing transitions from a state, that is to say, the upcoming states are navigated along different paths. Then, the generated events are grouped by alternative fragments to allow one choice for each path.

As the final step, we restore the original API class names saved in the filtering step and expand the API participant with actual names of the called classes.

When generating the usage scenario for the synthesized state machine (Fig. 3) according to transformation rules, actions GoogleSearchService_Impl and getGoogleSearch-
Port generate a message sequence. doGoogleSearch and doSpellingSuggestion actions generate an alternative fragment (shown in Fig. 4).

### 3.5 Simplifying Usage Scenarios

Even though combined fragments group sequence diagrams in a compact structure, we perceived in practice that a sequence diagram with more than four or five levels of nested combined fragments cannot be easily understood. One of the reasons for nested combined fragments in the generated sequence diagram is strongly connected components (SCC) [1] occurring in state machines. In a SCC, every vertex can be reached from any other vertex inside the SCC. In state machine diagrams, loops connected with each other form a SCC. In the following, SCCs mean connected loops. In some cases, the structures of SCCs can be quite complicated, making the generated sequence diagram less comprehensible. We have decided to disconnect SCCs into several separate loops in a state machine, thus reducing nested layers in the resulting usage scenario.

To disconnect a SCC, in step i, a depth-first search to a state machine is performed to derive a depth-first spanning tree, where the edge \( x \rightarrow y \) between states \( x \) and \( y \) is marked as a sp-back edge if \( y = x \) or \( y \) is an ancestor of \( x \) in the spanning tree [17]. Sp-back edges result in loops and thus a SCC. In step ii, one sp-back that connects to more loops than the others is chosen to be removed. If there are several such sp-back edges (connecting to the same amount of loops), then the algorithm randomly chooses one of the edges to be removed in step iii. Steps ii and iii are repeated until the state machine diagram no longer contains SCCs.

Removing SCCs from a state machine means that some method calls get lost. We do not see this very problematic for various reasons. First, the SCCs may result due to the overgeneralizations made by MAS, and are thus not present in the example traces. Second, the usage scenarios synthesized are meant to approved and perhaps revised by the analyzer later on. Third, the information on the transitions removed from the state machine is stored and can thus be used later on when revising the usage scenarios.

### 4 Discussion

When reusing a library, application framework, or software component, it is essential to both identify the available services and understand the correct order these services are to be called to implement a desired functionality. In this paper, we propose an approach to support software reuse and redocumentation of APIs by analyzing the run-time behavior of sample applications. The API usages of the applications are summarized as usage scenarios, shown as UML2 sequence diagrams, that illustrate the common, alternative, and optional parts of the usage scenarios.

The analysis of run-time behavior of any, even moderate size software system is very challenging due to the huge amount of monitored trace information. Therefore, we have paid a special attention on pruning and abstracting this information so that only the essential information is presented to the analyzer. In the first phase, we use structural information of the API (filtering model) to focus only on the communication between the application and the API. We
further search for behavioral patterns from this pruned trace to identify the common and alternative parts.

While the usage scenarios are useful for comprehending and learning the similarities and differences of API usages of sample applications and for redocumenting and existing API, they can also be used for various other purposes. We have earlier demonstrated their usage to support step-wise implementation of another application using the same API [11]. In essence, the usage scenarios are first transformed into a pattern that presents the structure of sequence diagrams. The patterns can be applied in a user-assisted way using JavaFrames [7] tool, which proposes the (re)user a partially ordered set of tasks to be carried out when applying the pattern. We have also demonstrated how behavioral rules and requirements captured in a form of UML2 sequence diagrams can be used for validating other applications’ API usage [9]. As part of our future work, we intend to integrate the approach proposed in this paper with the methods for utilizing usage scenarios for API usage validation [9] and for step-wise implementation of new applications using the same API [11].
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