Cooperative Behavior in Coupled Simulated Annealing Processes with Variance Control
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Abstract—In this paper we describe the use of coupling to interconnect different Simulated Annealing (SA) processes. The objective is to allow cooperative behavior among the processes in order to improve performance. Coupled Simulated Annealing (CSA) permits a high degree of parallelization while delivering much better results than a typical Parallel SA (PSA) algorithm. This is possible due to the introduction of coupling in the acceptance probability functions. Moreover, the coupling also allows controlling the variance of the acceptance probabilities. This is especially important because it reduces the sensitivity to initial parameters, while guiding optimization to quasi-optimal runs. It was observed that the solutions generated by CSA are more concentrated around the global optimum, while PSA has concentrations of solutions often in unfavorable regions of the cost function. Also, the number of iterations per process necessary to reach a given minimum energy tolerance decreases exponentially when the number of optimizers is increased.

1. Introduction

Coupling has been applied in recent years to many different engineering applications and methods. It has proven to be helpful for synchronizing chaotic dynamical systems [6], where two identical systems can synchronize by coupling one of their state variables. Such approaches have attracted the interest of many researchers which found applications in many different fields, including communication and robotics.

Coupling has also been applied to develop the concept of Cellular Neural Networks (CNNs) [2], which features many dynamical systems, or cells, disposed in a regular grid with coupling between neighbor cells. Nowadays, CNNs gave the researchers in the field, another paradigm for information processing which can take advantages of massively parallel VLSI implementations to process data at extraordinary speed. This is only possible due to the clever yet simple coupling applied to cells.

In optimization, coupling is used to aid gradient based methods to escape from local minima [8]. In that approach, coupling of local optimization processes outperforms multi-start methods by minimizing the average cost of all coupled processes, subject to synchronization constraints between the solutions of the individual processes.

In this paper, we analyze the performance and behavior of an algorithm called Coupled Simulated Annealing (CSA). Basically, it features several SA processes running in parallel, coupled by their acceptance probabilities. The coupling provides CSA with the ability to perform optimization which has a good balance between localized search and global exploration for multi-modal problems having several local minima. Moreover, the structure of CSA permits the variance control of the acceptance probabilities via the acceptance temperature. This not only improves the performance, but also reduces the sensitivity of the algorithm to the initial acceptance temperature.

This paper is organized as follows. In Section 2, we describe the CSA algorithm and its characteristics, and we present the variance control of the acceptance probabilities. The results of our experiments are presented in Section 3, followed by the conclusion.

2. Coupled Simulated Annealing

While in classical Simulated Annealing [4] the acceptance probability of an uphill move is often given by the Metropolis rule, which depends only on the current and the probing solution, in CSA the decision of accepting such a move takes into account other current solutions. Namely, this probability depends also on the costs of the solutions in a set Θ ∈ Ω, where Ω is the set of all possible solutions. This dependence is given by the coupling term γ which is generally a function of the costs of the solutions in Θ. In CSA, the acceptance probability $A_\Theta$ and the coupling term γ are given by

$$A_\Theta(\gamma, x_i \rightarrow y_i) = \exp \left( \frac{E(x_i) - \max_{z \in \Theta} E(z)}{T_{ac}} \right) \gamma,$$

(1)

with

$$\gamma = \sum_{z \in \Theta} \exp \left( \frac{E(x) - \max_{z \in \Theta} E(z)}{T_{ac}} \right).$$

(2)
Here $T_k$ is the acceptance temperature and $x_i$ and $y_i$ denote an individual solution of $\Theta$ and its corresponding probing solution, respectively. These two equations define $A_\theta$ as a probability. The sum of probabilities of leaving any of the current states equals 1. Fig. 1 depicts the main differences between SA and CSA.

Functionally, CSA differs from an ensemble of SA processes [5, 7] because of two aspects. The first is the coupling which modifies the acceptance probability of each process according to the energy of the current solutions of all processes. The other aspect is blind acceptance. While downhill moves are always accepted during the optimization process, in CSA, the decision to accept an uphill move does not depend on the destination of the move, or target solution. In other words, $A_\theta(y, x_i \rightarrow y_i)$ is not a function of $y_i$. At first sight, this property may not seem helpful because the target solution may be much worse than the original one. Moreover, it may be argued that an excellent solution can easily be lost with such an approach. However, there are good reasons to use blind acceptance in CSA. The first one is that blind acceptance of uphill moves improves exploration of the energy surface. This is an essential property to solve hard multi-modal optimization problems. Additionally, due to the coupling of the acceptance functions of the different processes, uphill moves are much more likely to happen in processes that hold poor solutions than with processes holding good solutions. Therefore, the best solutions are not easily lost, whereas the poorest are fastly discarded.

The acceptance temperature in CSA is not responsible for weighting the difference between the energy of the probe and current solutions as it is in classical SA, but rather it is responsible for weighting the proportion that each acceptance probability has to the overall sum of the probabilities, which in any case must be equal to 1. This temperature can then be used to control the variance of the probabilities regardless of the current energies. Although the ideal variance value is unknown to us, our experiments with different cost functions show that values in the neighborhood of the maximum variance deliver the best results. Typically, we recommend 99% of the maximum variance value. A very simple control rule can be used to steer this variance to the desired value. It can be done in the following manner:

$$
\begin{align*}
\text{if } \sigma^2 < \sigma^2_D, & \text{ then, } T_k^{\text{ac}} = T_k^{\text{ac,1}} (1 - \alpha), \\
\text{if } \sigma^2 > \sigma^2_D, & \text{ then, } T_k^{\text{ac}} = T_k^{\text{ac,1}} (1 + \alpha),
\end{align*}
$$

where $\sigma^2_D$ is the desired variance value and $\alpha$ is the rate for the increase or decrease of the temperature, typically in the range of $(0, 0.1]$. If the value of the acceptance variance is below its desired value, the acceptance temperature is decreased by a factor of $1 - \alpha$; otherwise, it is increased by a factor of $1 + \alpha$. Such simple variance control can be applied only due to the coupling in the acceptance probability function. It substitutes a schedule for the acceptance temperature and more importantly, it works for any initial acceptance temperature. This is important because the setup of initial parameters in SA is most of the time a very cautious work. With this approach, we eliminate two initialization aspects at once, which are the choices for an acceptance schedule and an initial acceptance temperature. In return, two other parameters are introduced, $\alpha$ and $\sigma^2_D$, but these have a well defined operating range and are much less dependent on the optimization problem at hand.

3. Experiments and Results

We have tested CSA and the variance control explained above in a set of multi-modal functions with dense local minima. For comparison, we have also performed experiments using CSA without Variance Control (CSAwoVC) and using a Parallel SA (PSA) [1] algorithm. This parallel version of SA features several sequential SA processes running in parallel and sharing the best current solution. As soon as one of the parallel instances finds a better solution, all the others are informed about the new current solution and proceed to the next generation step.

3.1. Test Problems

We have used a set of four $D$-dimensional functions as test problems for the algorithms under analysis. All four functions share the property of being multi-modal with dense and uniform sets of local minima and are described by the following equations.

$$
\begin{align*}
f_1(x) &= 1 - \prod_{i=1}^D \text{sign} \left( \frac{\sin x_i}{x_i} \right) \left( \frac{\sin x_i}{x_i} \right)^2, \\
f_2(x) &= \sum_{i=1}^D \left[ x_i^2 - 10 \cos (2 \pi x_i) + 10 \right], \\
f_3(x) &= -20 \exp \left( -0.2 \sqrt{\frac{1}{D} \sum_{i=1}^D x_i^2} \right) - \exp \left( \frac{1}{D} \sum_{i=1}^D \cos (2 \pi x_i) \right) + 20 + e, \\
f_4(x) &= \frac{1}{1000} \sum_{i=1}^D x_i^2 - \prod_{i=1}^D \cos \left( \frac{x_i}{\sqrt{2}} \right) + 1.
\end{align*}
$$
3.2. Results and Discussion

We have performed a variety of experiments in order to assess the performance of CSA and analyze its behavior. For all performed experiments, we have used the schedule in [9] for the generation procedure of all tested algorithms. For the acceptance procedure, we used the schedule in [3] for the PSA and CSAwoVC algorithms. For CSA, the temperature was used to perform the control of the acceptance probabilities.

The coupling in CSA has the objective to increase cooperation among optimizers and provide better acceptance decisions. This ensures that a process in a higher energy region concentrates on exploration rather than on localized search, as opposed to a process in a lower energy region. Such effect does not exist in PSA, where the search is concentrated in isolated spots of the energy surface. This concentration only changes its focus when a better solution is found. Fig. 3 has illustrative samples of typical PSA and CSA runs. Every sub-plot in the figure depicts the spread of the solutions visited by each algorithm. The global optimum lies exactly in the center of each plot. It can be seen that while PSA features many concentrated sets of solutions sparsely distributed, which are not necessarily around the global optimum, CSA features mesh-like concentrations which are around the center of the plot. It can also be seen that although each plot has the same number of visited solutions, CSA plots seems to fill better the solution space. We have observed the same results for other test problems. These results suggest that CSA has very good exploration characteristics, especially when qualitatively compared with PSA.

Fig. 4 shows the performance of CSAwoVC versus PSA for our four test problems. Both algorithms had their initial temperature obtained by an exhaustive search. It can be seen that CSAwoVC has a much better performance, except for test function \( f_4 \).

We tested the effect of the variance control in the performance of CSA by running an experiment that compares it with CSAwoVC, and two PSA setups for test function \( f_2 \), with \( D = 5 \) and \( m = 5 \). The experiment consists of 1000 runs of each algorithm with 1000 iterations, which is not much but it is enough to show how the algorithms behave in the early stages of the optimization. The acceptance temperature varied from 0.01 at iteration 1 until twice the mean energy at iteration 1000, except in one of the PSA setups, which had fixed \( T_{ac}^0 = 0.1 \). Box-plots of the results are
shown in Fig. 5. The reader can observe that for the PSA setup in which we used the variation in the initial acceptance temperature, the performance was much poorer than the one of the other algorithms. This happens because the performance of PSA, as of many other SA algorithms, depends substantially on the initialization parameters. For the PSA with fixed initial acceptance temperature, the results improved much. Nevertheless, both CSA algorithms performed better. Besides the superior performance of CSA with the variance control w.r.t. all other algorithms, it presented also the smallest variance in the results. A zoomed version of the box-plots for the first 3 algorithms can be seen in the inner plot of Fig. 5.

At last, we performed experiments with CSA to check the scaling of the necessary number of iterations to reach a given minimum energy tolerance, with an increase in the number of optimizers. These tests were executed for function $f_2$ with several different values for $D$. The results can be seen in Fig. 6, which is presented with a logarithmic scale in the vertical axis for better visualization. This figure suggests that an increase in the number of optimizers decreases exponentially the number of necessary iterations to reach a given energy tolerance, regardless of the dimension $D$ of the problem.

4. Conclusion

We have described the algorithm Coupled Simulated Annealing (CSA). In this algorithm, several Simulated Annealing (SA) processes are coupled by their acceptance probabilities. Additionally, we have presented a straightforward control rule for the variance of the acceptance probabilities among the different processes. The results confirmed the positive effect of the cooperation introduced by the coupling in the search capabilities of the CSA algorithm.
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