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Abstract

The simulation of power distribution networks is a difficult task owing to the large number of elements and ports in such circuits. In this work, we elaborate on the compressibility of power grid models. For this purpose, two main options are available, namely sparse or hierarchical model representations of such systems and equivalent reduced order models. A proxy for comparison is the number of nonzero entries in system representation. The problem with model order reduction methods is the large number of ports of these networks, since the number of nonzero entries of the reduced model is, in general, proportional to the square of the number of ports. In this paper, we propose for the first time the utilization of a specific hierarchical model representation, in which a Cholesky decomposition of the system matrix can be efficiently computed and later used in the simulation phase. Results show that for higher problem sizes, the hierarchical representation is more compact than the sparse representation, while the reduced order models are of no use.

1 Introduction

The simulation of power distribution networks is a difficult task owing to the large number of elements and ports of such circuits. Power grid models are generally represented in sparse matrices, where the number of nonzero entries is $O(n)$, being $n$ the number of nodes in the circuit. In a realistic power grid with several layers of metal, the number of nodes can ascend to several millions, as the power distribution network must cover the whole area of the circuit. As for the ports, these are either C4 bumps (if, for instance, a flip-chip technology is used) and connections to transistor drains (VDD network) and sources (GND network). In this way, the number of ports can also reach the order of millions. The computational cost associated with the time simulation of power grids is proportional to the number of nonzero entries in the models, so this number is usually used as a proxy for measuring the efficiency of the models.

A common way to deal with the dimension of the problem is to reduce the large models resulting from the discretization of the three-dimensional structures that represent the physical description of these networks [8, 3, 4, 13, 10]. Unfortunately, these reduced models consist in dense matrices whose size is lower-bounded by the number of ports of the circuit. Moreover, the number of entries in such models is, in general, proportional to the square of the number of ports, thus compromising the usability of the reduced order models.

Alternatively, we can pursue a hierarchical matrix representation [2] which takes advantage of the sparsity structure of the original matrices. With this representation, we can efficiently compute a Cholesky decomposition of the system matrix which can be directly used in the simulation phase. The increase in matrix density that results from the factorization can be managed, according to the desired accuracy, to obtain a reduced storage data structure. It is demonstrated that this kind of representation is of almost linear complexity. Results show that for higher problem sizes, which reflect the dimension of real power grid models, the hierarchical representation of the Cholesky factors is more compact than using a sparse matrix representation or reduced order models.

The remaining of this paper is organized in the following manner: in Section 2 we present the methods used to deal with the compression of power grid models. Then, in Section 3, we present the comparison between compression of the system resulting from the formulation of the problem with model order reduction methods and the proposed hierarchical representation. In Section 4 some conclusions are drawn.
2 Methods

In this section we briefly overview some of the most relevant model order reduction (MOR) methods as well as the technique for hierarchical matrix representation.

We will use the following power grid model formulation:
\[
C \dot{v} + G v = M u \quad \text{and} \quad y = N^T v \tag{1}
\]
where \(C, G \in \mathbb{R}^{n \times n}\) and \(M, N \in \mathbb{R}^{n \times p}\), being \(n\) the number of nodes and \(p\) the number of ports. For the sake of argument, we assume the number of ports in a power grid is then \(O(n^{1/2})\).

We will be interested in a time simulation of the model, so Backward Euler could be used, for instance. Applying Backward Euler, we can write Equation (1) in the time domain like:
\[
\begin{bmatrix}
C/h + G \\
A
\end{bmatrix} v(t) = Bu(t) - \begin{bmatrix}
C/h \\
A
\end{bmatrix} v(t - h) \tag{2}
\]
where \(h\) is the time step and \(A\) is a constant matrix.

2.1 Model Order Reduction Methods

2.1.1 PRIMA

Projection-based reduction methods such as PRIMA [9] have been shown to produce excellent compression in many scenarios involving on- and off-chip interconnect and packaging structures.

PRIMA reduces a state-space model in the form of (1) by use of a projection matrix \(V\) through the following operations:
\[
\begin{align*}
\hat{C} &= V^T CV \\
\hat{G} &= V^T GV \\
\hat{M} &= V^T M \\
\hat{N} &= V^T N
\end{align*} \tag{3}
\]
to obtain a reduced model in the form of:
\[
\begin{align*}
\hat{C} \dot{z} + \hat{G} z &= \hat{M} u \\
y &= \hat{N}^T z \tag{4}
\end{align*}
\]
where \(z = V^T v\). The projection matrix \(V\) is chosen as an orthogonal basis of a block Krylov subspace:
\[
\mathcal{K}_q(A, p) = \text{span}\{p, Ap, \ldots, A^{q-1} p\} \tag{5}
\]
When the projection matrix is obtained in this way, the moments of the reduced model match the moments of the original model at least to order \(q\). If, for accuracy reasons, we need to match \(q\) moments, the size of the reduced model is then \(q \times p = q \times n^{1/2}\). This model is however full, which means that the number of nonzero elements to work with is around \(q^2n\). Therefore, the cost of factoring this matrix is around \(q^3n^{3/2}\). As expected, this immediately raises some concerns over using PRIMA at all. For this many ports, \(O(n^{1/2})\), even a small size model will lead to a model with more nonzeros than using the original model.

2.1.2 SVDMOR

The SVDMOR [3] algorithm was developed to address the reduction of systems with a large number of ports, like power grids. While the size of a reduced model produced via PRIMA is directly proportional to the number of ports in the circuit, SVDMOR theoretically overcomes this problem using singular value decomposition (SVD) analysis in order to truncate the system to a smaller order.

The main idea behind SVDMOR is to assume that there is a large degree of correlation between the circuit ports. SVDMOR further assumes that such a correlation can be captured quite easily from observation of some system property, involving matrices \(M\) and \(N\). This correlation matrix can be, for instance, the DC moment matrix \(N^T G^{-1} M\), which contains only DC information, or more complicated response correlations such as \(k\)-order moment matrices
\[
N^T (G^{-1} C)^k G^{-1} M
\]
If we let \(B\) be the appropriate correlation matrix, and if the basic correlation hypothesis holds true, then \(B\) can be approximated by a low rank matrix. This low rank property can be revealed by computing the SVD of \(B\):
\[
B = U \Sigma W^T \tag{6}
\]
where \(U, W\) are orthogonal matrices and \(\Sigma\) is the diagonal matrix containing the singular values ordered by magnitude. Assuming correlation, there will be only a small number, \(r \ll p\), of dominant singular values. Therefore,
\[
B \approx U_r \Sigma_r V_r^T \tag{7}
\]
where truncation is performed leaving the \(r\) most significant singular values. The method then approximates:
\[
\begin{align*}
M &\approx b_m V_r^T M V_r \Sigma_r (V_r^T V_r)^{-1} V_r^T \\
N &\approx b_n U_r \Sigma_r (U_r^T U_r)^{-1} U_r^T
\end{align*} \tag{8}
\]
where \(b_m\) and \(b_n\) are obtained using the Moore-Penrose pseudo-inverse, resulting in:
\[
H(s) \approx U_r \Sigma_r (G + s C)^{-1} b_m V_r^T \tag{9}
\]
Standard MOR methods, like PRIMA, can now be applied to \(H_r(s)\), resulting in the final reduced model:
\[
H(s) \approx H_k(s) = U_r \tilde{H}_r(s) V_r^T \tag{10}
\]
We observe that in most cases the assumption of highly correlated ports is not valid. In this case, \( r \approx p \), which leads to the same problems faced by PRIMA.

### 2.1.3 RecMOR

In order to further improve the theoretical sparsifying capabilities of SVDMOR, RecMOR [4] was introduced. This algorithm can recursively sparsify sub-blocks of the transfer function. The idea is quite simple. Assuming an appropriate partitioning of the network ports can be obtained, the matrix transfer function can likewise be partitioned into sub-blocks. To simplify the description assume that \( M = N \) and that \( M \) is partitioned as \( M = [M_1, M_2] \). Then the matrix transfer function can be written as:

\[
H(s) = \begin{bmatrix}
M_1^T(G + sC)^{-1}M_1 & M_1^T(G + sC)^{-1}M_2 \\
M_2^T(G + sC)^{-1}M_1 & M_2^T(G + sC)^{-1}M_2
\end{bmatrix}
\]

(11)

At this point one could perform a model order reduction technique separately on the four components of the transfer function to obtain a reduced system:

\[
H_k(s) = \begin{bmatrix}
M_1^T\tilde{G}_{11}^{-1}M_1 & M_1^T\tilde{G}_{12}\tilde{C}_{12}^{-1}M_2 \\
M_2^T\tilde{G}_{21}\tilde{C}_{21}^{-1}M_1 & M_2^T\tilde{G}_{22}\tilde{C}_{22}^{-1}M_2
\end{bmatrix}
\]

(12)

Since the reductions are all done separately, one can construct a reduced state-space model for each of the components and evaluation of the full model can be performed by parallel evaluation of the component models. Furthermore, if any of the sub-matrices is low-rank, then it can be sparsified, meaning represented by a smaller model. However, if it is not low-rank, then one can recursively apply the same technique in order to split it into sub-blocks, some of which are likely to be low-rank. Obviously, the final model will consist of a large set of separate state-space representations for each of the individual sub-blocks, but hopefully enough reduction is done on them that the overall model will be less costly to manipulate.

Suppose that clusters of inputs can be found for each of which reduction is performed. Assume there are \( d \) such clusters, thus leading to \( d^2 \) blocks in the system transfer matrix. For each of these sub-blocks we can compute a reduced model. Let us assume that for the diagonal blocks we generate a reduced model doing \( q \) PRIMA iterations. Then we have, just for the diagonal blocks, \( d \) models of size \( \mathcal{O}(d^2) \) functions to approximate. In practice, it is not clear under what conditions this will happen and, as we will see in Section 3, this in general will not lead to useful reductions.

### 2.1.4 BSMOR

BSMOR [13] is a generalization of SPRIM [5] where a \( 2 \times 2 \) partitioning of the state matrices was proposed. BSMOR consists in partitioning the complete domain in \( d \) blocks, and applies an accordingly partitioned PRIMA projection matrix to reduce the system, preserving its block structure. If the projection matrix from PRIMA is given by:

\[
V = \begin{bmatrix}
V_{11}^{(n_1 \times p)} \\
V_{12}^{(n_2 \times p)} \\
\vdots \\
V_d^{(n_d \times p)}
\end{bmatrix}
\]

then the matrix used in BSMOR obtained in the following way:

\[
\tilde{V} = \begin{bmatrix}
V_{11}^{(n_1 \times p)} \\
V_{12}^{(n_2 \times p)} \\
\vdots \\
V_d^{(n_d \times p)}
\end{bmatrix}
\]

which is a \( \mathbb{R}^{n \times dp} \) matrix. While a \( q \) order PRIMA projection matches \( q \) moments, BSMOR matches \( q \times d \) moments, although the model is also \( d \) times larger. While BSMOR clearly needs a smaller order for the same accuracy as PRIMA, in terms of matrix entries it behaves much like PRIMA, as we shall see in the results section.

### 2.1.5 PMTBR

The PMTBR algorithm [10, 12] was motivated by a connection between frequency-domain projection methods and approximation to truncated balanced realizations (TBR [7]). The method is less expensive in terms of computation, but tends to TBR when the order of the approximation increases. The actual mechanics of the algorithm are akin to multi-point projection. In a multi-point rational approximation, the projection matrix columns are computed by sampling in several frequency points along a desired frequency interval:

\[
z_i = (G + s_i C)^{-1} M
\]

(15)

where \( s_i \), with \( i = 1, 2, \ldots, N \), are \( N \) frequency sample points. The frequency-sampled matrix thus obtained can be used to project the original system in order to obtain a reduced model.

In the PMTBR algorithm, a similar procedure is used. The connection to TBR methods is made by noting that an
approximation $\hat{X}$ to the Gramian $X$ can be be computed as:

$$\hat{X} = \sum_{i} w_{i} z_{i} z_{i}^{H} \quad (16)$$

where $s_{i} = j \omega_{i}$ and the $\omega_{i}$ and $w_{i}$ can be interpreted as nodes and weights of a quadrature scheme applied to a frequency-domain interpretation of the Gramian matrix (see [10] for details). If we let $Z$ be a matrix whose columns are the $z_{i}$, and $W$ is now the diagonal matrix of the square root of the weights, Eqn. (16) can be written more compactly as:

$$\hat{X} = Z W^{2} Z^{H} \quad (17)$$

If the quadrature rule applied is accurate, $\hat{X}$ will converge to $X$, which implies the dominant eigenspace of $\hat{X}$ converges to the dominant eigenspace of $X$. If we compute the singular value decomposition of $ZW$,

$$ZW = V_{Z} S_{Z} U_{Z} \quad (18)$$

with $S_{Z}$ real diagonal, $V_{Z}$ and $U_{Z}$ unitary matrices, it is easy to see that $V_{Z}$ converges to the eigenspaces of $X$, and the Hankel singular values are obtained directly from the entries of $S_{Z}$. $V_{Z}$ can then be used as the projection matrix in a model order reduction scheme. The method was shown to perform quite well in a wide variety of settings [11].

An interesting additional interpretation, and quite relevant for our purposes, was recently presented (ICTBR [12]). It has been shown that if further information revealing time-domain correlation between the ports is available, this variant of PMTBR can be used leading to significant efficiency improvement. The idea is akin to the basic assumptions in SVD-MOR and related to exploiting correlation between the inputs. Unlike SVD-MOR, however, in ICTBR it is assumed that the correlation information is not contained in the circuit directly, but rather in its inputs. In this variant of PMTBR, a correlation matrix $K$ is formed by columns which are samples of port values along the time-steps of some interval. Those samples, should characterize as well as possible the values expected at the inputs of the system, i.e. $K$ should be a suitably representative model of the possible inputs. An SVD is then performed over $K$ in order to retain only the most significant components of the input correlation information:

$$K \approx U_{K} \Sigma_{K} V_{K}^{T} \quad (19)$$

With this additional correlation information, the samples relative to multi-point approximation become:

$$z_{i} = (G + s_{i} C)^{-1} M U_{K} \Sigma_{K} \quad (20)$$

Using the $z_{i}$ above as columns of the $Z$ matrix in Equation (17) leads to the input-correlation truncated balanced realization algorithm, ICTBR. See [11] for details and a more thorough description of the probabilistic interpretation of both PMTBR and ICTBR.

Notwithstanding, and as we shall see in Section 3, while for the same accuracy PMTBR yields a smaller order $q$ than the other methods, the reductions thus obtained are still not advantageous over the original model.

### 2.2 Direct Matrix Representations

#### 2.2.1 Sparse Representation

Sparse representations are generally used in iterative methods, but they can also be used in a Cholesky decomposition $A = LL^{T}$ which requires only a backward substitution for solving each time-step. The sparse model representation complexity is $O(n)$ and the Cholesky factor $L$ takes $O(n^{3/2})$ space.

#### 2.2.2 Hierarchical Representation

Hierarchical matrix representation [2] was used in [6, 14] and as an inspiration to RecMOR. In this approach, the aim is not to reduce the model size, but to obtain an efficient factorization of the system matrix which can be directly applied when solving the system. The size of the hierarchical representation of the model is the same and the number of nonzero entries increases, but this increase is uncorrelated to the number of ports of the circuit, contrarily to what happened with MOR methods. Moreover, for the larger sized models the number of nonzero entries in the hierarchical Cholesky factors is smaller than the number of nonzero entries in a sparse factorization. The space complexity of the hierarchical representation of the Cholesky factors is $O(n \times \log(n))$.

In the next section, we shall see the results of applying the described methods and techniques for the compact representation of power grid models.

### 3 Results

We conducted experiments on a bi-dimensional RC mesh consisting on $\sqrt{n} \times \sqrt{n}$ nodes. Conductances and capacitances were randomly generated in $[0, 1]$. All capacitances are grounded. The number of ports is around $\sqrt{n}$ and they are randomly positioned (cf. Figure 1).

In Table 1 we show results from applying PRIMA, SVD-MOR and PMTBR to the grid. As we can see, SVD-MOR cannot take advantage of any port correlation, so it falls back to PRIMA. PRIMA needs an order of $q = 5$ for accuracy, while for PMTBR $q = 4$ is enough. The number of nonzeros in all models is much larger than the number of entries of the original sparse model.

We can try to sparsify the models taking advantage of the correlation between sub-blocks of the original matrix.
Figure 1. Port positioning in the experimental $32 \times 32$ RC mesh.

![Figure 1](image_url)

Table 1. Reduction of $32 \times 32$ RC mesh with 34 ports with PRIMA, SVDMOR and PMTBR.

<table>
<thead>
<tr>
<th></th>
<th>size</th>
<th>nnz</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td>original</td>
<td>$1024 \times 1024$</td>
<td>4992</td>
<td></td>
</tr>
<tr>
<td>PRIMA</td>
<td>$170 \times 170$</td>
<td>28900</td>
<td>$4.576e-04$</td>
</tr>
<tr>
<td>SVDMOR</td>
<td>$170 \times 170$</td>
<td>28900</td>
<td>$4.576e-04$</td>
</tr>
<tr>
<td>PMTBR</td>
<td>$136 \times 136$</td>
<td>18496</td>
<td>$2.464e-05$</td>
</tr>
</tbody>
</table>

In Table 2 we show the results of applying RecMOR and BSMOR to the grid. We observe that with more sub-blocks, BSMOR needs a smaller order to guarantee accuracy, although that does not mean the model is more compact. On the contrary, the sparsity of the models decreases as we use more sub-blocks. This means the assumption of port correlation is not valid in a densely port populated grid.

<table>
<thead>
<tr>
<th></th>
<th>d</th>
<th>q</th>
<th>size</th>
<th>nnz</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td>original</td>
<td></td>
<td></td>
<td>$1024 \times 1024$</td>
<td>4992</td>
<td></td>
</tr>
<tr>
<td>RecMOR</td>
<td>2</td>
<td>8</td>
<td>$49792$</td>
<td>$3.546e-04$</td>
<td></td>
</tr>
<tr>
<td>RecMOR</td>
<td>4</td>
<td>8</td>
<td>$50176$</td>
<td>$1.186e-03$</td>
<td></td>
</tr>
<tr>
<td>BSMOR</td>
<td>2</td>
<td>5</td>
<td>$340 \times 340$</td>
<td>$115600$</td>
<td>$1.412e-04$</td>
</tr>
<tr>
<td>BSMOR</td>
<td>4</td>
<td>4</td>
<td>$544 \times 544$</td>
<td>$184960$</td>
<td>$3.335e-04$</td>
</tr>
<tr>
<td>BSMOR</td>
<td>8</td>
<td>4</td>
<td>$1088 \times 1088$</td>
<td>$406912$</td>
<td>$9.213e-04$</td>
</tr>
</tbody>
</table>

Table 2. Reduction of $32 \times 32$ RC mesh with 34 ports with RecMOR and BSMOR ($d$ is the number of sub-blocks used).

4 Conclusions

Power distribution networks are large linear circuits with many ports. Model order reduction methods have an extreme difficulty in dealing with this kind of circuits, due to the fact that the reduced models are full and its size proportional to multiples of the number of ports. Even the recent methods that claim to take advantage of a low rank representation of sub-blocks of the system matrices fail to do so unless in unrealistic cases. The proposed alternative is to use a hierarchical representation of the Cholesky factors of the system matrices. While this does not help reducing the number of entries in the model matrices, results show this hierarchical representation of the Cholesky factors is more compact than the sparse representation with obvious benefits in the simulation phase.
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Table 3. Sparse and hierarchical representations of the conductance matrix.

<table>
<thead>
<tr>
<th></th>
<th>size(G)</th>
<th>nnz(G)</th>
<th>nnz(L)</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td>sparse</td>
<td>1024 × 1024</td>
<td>4992</td>
<td>31624</td>
<td>1.451e-05</td>
</tr>
<tr>
<td>hierarchical</td>
<td>1024 × 1024</td>
<td>11776</td>
<td>44968</td>
<td></td>
</tr>
<tr>
<td>sparse</td>
<td>4096 × 4096</td>
<td>20224</td>
<td>246721</td>
<td></td>
</tr>
<tr>
<td>hierarchical</td>
<td>4096 × 4096</td>
<td>48128</td>
<td>270664</td>
<td>7.406e-05</td>
</tr>
<tr>
<td>sparse</td>
<td>16384 × 16384</td>
<td>81408</td>
<td>1960188</td>
<td></td>
</tr>
<tr>
<td>hierarchical</td>
<td>16384 × 16384</td>
<td>194560</td>
<td>1500424</td>
<td>4.585e-04</td>
</tr>
<tr>
<td>sparse</td>
<td>65536 × 65536</td>
<td>326656</td>
<td>15669551</td>
<td></td>
</tr>
<tr>
<td>hierarchical</td>
<td>65536 × 65536</td>
<td>782336</td>
<td>8012296</td>
<td>1.311e-03</td>
</tr>
</tbody>
</table>


