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Abstract—Marriage register books are documents that were used for centuries by ecclesiastical institutions to register marriages. Most of these books were handwritten. These documents have interesting information, useful for demography studies. The information in these books is usually collected by expert demographers that devote a lot of time to transcribe them. The automatic transcription of these documents by using Handwritten Text Recognition techniques is difficult since the vocabulary is large, given that it is composed mainly of proper names. In this work, interactive Handwritten Text Recognition techniques were studied for the assisted transcription of these documents.
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I. INTRODUCTION

In the last years, huge amounts of handwritten historical documents residing in libraries, museums and archives have been digitalized and have been made available to scholars and to the general public through specialized web portals. However, there still exist a lot of documents residing in other institutions that have not been made public and that contain very interesting information. One example of this kind of handwritten documents are ecclesiastical archives, such as the marriage register books considered in this work.

The automatic transcription of these ancient handwritten documents is still an incipient research field that in recent years has been started to be explored. Currently available OCR text recognition technologies are very far from offering useful solutions to the transcription of this sort of documents, since usually characters can by no means be isolated automatically. Therefore, the required technology should be able to recognize all text elements (sentences, words and characters) as a whole, without any prior segmentation. This technology is generally referred to as “off-line Handwritten Text Recognition” (HTR) [1].

Several approaches have been proposed in the literature for HTR that resemble the noisy channel approach that is currently used in Automatic Speech Recognition. Thus, the HTR systems are based on Hidden Markov Models (HMM) [2] or hybrid HMM and Artificial Neural Networks (ANN) [3]. The transcription process can be made both significantly faster and more precise by using Language Models. For tasks in which the vocabulary size is very large, the language model plays a fundamental role in this noisy channel approach by restricting notably the search space.

For unconstrained text images, current HTR state-of-the-art prototypes provide accuracy levels that roughly range from 20 to 60% [1], [2]. If full correct transcriptions are needed, a human-expert revision is required. Recently, an interactive-predictive HTR approach was introduced [4] in which the recognition system and the human expert collaborate in order to obtain the correct transcription. In this approach, the system takes profit of the corrective feedback provided by the user as soon as it is available in order to provide a better solution in the next step. The transcribed text can be used to adapt the system models and/or to restrict the search space. This approach has demonstrated to be effective in order to reduce the human effort needed [5].

In this work we study the above mentioned interactive-predictive HTR technology for a task in which the vocabulary size is large and the language model hardly contributes to restrict the search space. The task consists in the transcription of indexes of marriage register books. This task is characterized by a large vocabulary size with regard to the small number of running words. Each book has an index at the beginning in order to register the page in which each marriage record is located. In this work we focused in the transcription of the index of a marriage register book. This sort of documents is being used for migratory studies, and therefore their transcription is considered an interesting problem [6].

This task is described in detail in the following section, and the main problems that arise in these documents are explained. Then, the HTR technology used for tackling this problem and the experiments are reported in Sections III and IV. Finally, conclusions are draw in Section V.

II. TASK DESCRIPTION

Marriage register books are documents that were used for centuries to register marriages in ecclesiastical institutions (sometimes associated to a church). Most of these books were handwritten documents, with a structure analogous to an accounting book. In the books considered in this work, each record typically has the marriage day, the names of people to be married, their parent’s names, the name of the church where the two people were baptised, and
the marriage stipends. Figure 1 shows two handwritten consecutive marriage records. The record language depended on the place where the church was located. This language was changing along the centuries. The records in Figure 1 are in Spanish. As can be noted, most of the vocabulary is composed by proper nouns.

**Figure 1.** Example of two marriage records in Spanish.

Most books had an index at the beginning, and each index line had the surnames of the two persons being married and a page number of the record. Figure 2 shows an example of an index page that this time was in Catalan. In this work, we deal with the transcription of this kind of index pages. The surnames that appear in these indexes are being directly used for demography and migratory movement studies.

**Figure 2.** Example of an index page of a marriage register book.

It is important to note that OCR approaches are useless for solving the transcription of these documents given that character symbols can not be automatically segmented with sufficient reliability. On the other hand, current state of the art HTR techniques are only able to obtain error-prone transcriptions. Therefore, interactive-predictive (IP) HTR techniques [4] were considered here in order to produce correct transcriptions of these pages. This technology takes profit of the language model in order to interactively restrict the search space. However, in this index, no language model can provide enough information to restrict this search space in an effective way.

Nevertheless, the indexes to be transcribed have some regularities that can be exploited in order to speed up the transcription process in the IP HTR approach. It can be noted that the syntactic structure of these lines is very simple. Each line has first a man surname, the word “ab” (that in old Catalan meant “with”), then a woman surname and the page. When one surname was unknown, then it was substituted by the word “N.”. The index is organized alphabetically according the first surname letter. But lines starting with the same letter are not alphabetically ordered. Page numbers are in increasing order of surnames starting with the same letter, although not always. These characteristics were taken into account in the IP HTR process in order to reduce the transcription effort.

**III. INTERACTIVE-PREDICTIVE HANDWRITTEN TEXT RECOGNITION**

The HTR system used in this paper follows the classical architecture composed of three main modules: document image preprocessing, line image feature extraction and Hidden Markov Model (HMM) training/decoding [7], [2].

The following steps take place in the preprocessing module: first, the skew of each page is corrected. Then, a conventional noise reduction method is applied on the whole document image, whose output is then fed to the text line extraction process which divides it into separate text lines images. Finally, slant correction and size normalization are applied on each separate line. More detailed description of this preprocessing can be found in [2], [8].

As our HTR system is based on HMMs, each preprocessed line image is represented as a sequence of feature vectors. To do this, the feature extraction module applies a grid to divide the text line image into $N \times M$ squared cells. In this work, $N = 20$ was adopted. This value has been empirically chosen after tuning the system. From each cell, three features are calculated: normalized gray level, horizontal gray level derivative and vertical gray level derivative. The way these three features are determined is described in [2]. Columns of cells or frames are processed from left to right and a feature vector is constructed for each frame by stacking the three features computed in its constituent cells. Hence, at the end of this process, a sequence of $M \times N$-dimensional feature vectors is obtained.

Given a handwritten sentence image represented by a feature vector sequence, $\mathbf{x} = x_1 \ x_2 \ldots \ x_m$, the HTR problem can now be formulated as the problem of finding a most likely word sequence, $\mathbf{w} = w_1 \ w_2 \ldots \ w_n$, i.e.,
\[ w = \text{argmax}_w P(w \mid x). \] Using the Bayes' rule we can decompose this probability into two probabilities, \( P(x \mid w) \) and \( P(w) \), representing morphological-lexical knowledge and syntactic knowledge, respectively:

\[ \hat{w} = \text{argmax}_w P(w \mid x) \approx \text{argmax}_w P(x \mid w)P(w) \] (1)

\( P(x \mid w) \) is typically approximated by concatenated character models, usually HMMs [9], while \( P(w) \) is approximated by a word language model, usually \( n \)-grams [9].

The characters are modeled by continuous density left-to-right HMMs with 6 states and 64 Gaussian mixture components per state. These models are estimated from training text images represented as feature vector sequences. Gaussian mixture serves as a probabilistic law to model the emission of feature vectors of each HMM state. The optimum number of HMM states and Gaussian densities per state are tuned empirically. On the other hand, each lexical word is modeled by a stochastic finite-state automaton, which represents all possible concatenations of characters to compose the word.

Finally, the concatenation of words into text line sentences is usually modeled by bi-grams, estimated from the training transcriptions of the text line images. However, in this work, given the kind of documents we are dealing with, we have used a very simple language model that strictly accounts for the simple syntactic structure of the lines studied. Note that an \( n \)-gram language model would not be useful for this task given that the second surname is not conditioned by the first surname. Figure 3 shows a graphical representation of this language model. First a surname must be recognized, then the word “ab”, and then another surname that can be preceded by the word “V" (this letter means that the woman was widow and she was using her previous husband surname). Finally a page number or the quotation marks symbol must be recognized.

![Figure 3: Language model for the index task.](image)

All these finite-state (character, word and sentence) models can be integrated into a single global model on which a search process is performed for decoding the feature vectors sequence \( x \) into the words sequence \( w \). This search is optimally carried out by using the Viterbi algorithm [9].

### A. Dynamic Language Modeling

To reduce the human effort needed to obtain the perfect transcription, we use the information derived during the interactive transcription process and the prior knowledge that we had about the task.

As we already know, the index is organized alphabetically according to the first surname letter, and it is expected to be transcribed alphabetically. Let \( \alpha \) be the first letter of the man surname from the previous recognized and validated line. We can take advantage of the knowledge of \( \alpha \) to improve the recognition of the man surname in the current line. Most specifically, we dynamically modify the language model to force the recognition of surnames beginning with \( \alpha \) or with \( \beta \), where \( \beta > \alpha \) in alphabetical order (just in case the previous line was the last one corresponding to the letter \( \alpha \)). For example, if the user validates a sentence where the man surname is “Oliva”, we dynamically modified the language model to force the recognition of a man surname beginning with the character “O” or the character “P” in the upcoming sentence. If the prior probability of the letter \( \beta \) is very low, we added more letters in alphabetical order until the prior of the letters exceed a threshold.

### B. Word Autocompleting

Furthering the goal of reducing the human effort to obtain the perfect transcription, we introduce an “autocompleting” approach. In this scenario, when the user enters a character to correct some incorrect surname transcription, the system automatically proposes the most probable surname that begins with the given surname prefix [11]. This process is iterated until a perfect transcription is obtained.

### IV. EXPERIMENTAL SETUP

In order to assess the use of the interactive predictive HTR technology and the autocompleting approach for transcribing an index document, different experiments were carried out. In the next subsections the information of the corpus, the assessment measures and the obtained results are explained.

#### A. Corpus

The corpus used on the experiments was compiled from the index at the beginning of a legacy handwritten marriage register book. This book was kindly provided by the Centre d’Estudis Demogràfics (CED) of the Universitat Autònoma de Barcelona. Figure 2 shows an example of an index page.

The “INDEX” corpus was written by only one writer and scanned at 300dpi. As a legacy document, it suffered the typical degradation problems of this kind of documents [12]: smears, significant background variations and uneven illumination, spots due to the humidity, and marks resulting from the ink that went through the paper (called “bleed-through”).

INDEX was composed of 29 text pages. For each page, we used the GIDOC [13] prototype for: text block layout analysis, line segmentation, and transcription. Concretely, each text block layout was manually marked, next, a simple histogram-based line segmentation method was applied to
each block, finally, text line images were automatically extracted and manually transcribed. The results were visually inspected and the few line-separation errors were manually corrected, resulting in a data-set of 1,563 text line images, containing 6,534 running words from a lexicon of 1,725 different words.

Four different partitions were defined for cross-validation testing. All the information related with the different partitions is shown in Table I. The number of running words of each partition that does not appear in the other three partitions is shown in the OOV row (out of vocabulary).

<table>
<thead>
<tr>
<th>Table I</th>
<th>BASIC STATISTICS OF THE DIFFERENT PARTITIONS FOR THE DATABASE &quot;INDEX&quot;.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P0</td>
</tr>
<tr>
<td>Text lines</td>
<td>390</td>
</tr>
<tr>
<td>Words</td>
<td>1,629</td>
</tr>
<tr>
<td>Characters</td>
<td>7,629</td>
</tr>
<tr>
<td>OOV</td>
<td>326</td>
</tr>
</tbody>
</table>

B. Assessment Measures

Different evaluation measures were adopted to assess the HTR performance. The quality of the transcription at whole-word level is given by the well known Word Error Rate (WER). It is defined as the minimum number of words that need to be substituted, deleted or inserted to convert the sentences recognized by the system into the reference transcriptions, divided by the total number of words in these transcriptions. The WER is a good estimate of the non-interactive user effort. Since the predictive system presented only affects the first surname, the conventional classification error rate (ER) will be used to assess the accuracy of the predictions.

On the other hand, to assess the quality of the transcription at character level we used the well known Character error rate (CER), which is defined as the minimum number of character edit operations needed to edit an automatic transcription into the correct text, relative to the total number correct characters. Therefore, the CER is a rough estimate of character-level user effort. To assess the “autocompleting” approach we have defined the “Key Stroke Ratio” (KSR) as the number of keystrokes that the user must enter to achieve the reference transcription, divided by the total number of reference characters.

These definitions make KSR and CER comparable. The relative difference between them gives us a good estimate of the reduction in human effort that can be achieved by using the autocompleting approach with respect to using a conventional post-editing system. The “Estimated Effort Reduction” will be denoted as “EFR”.

C. Results

Two experiments were performed: one with closed vocabulary and other with open vocabulary. After some parameter tuning, WER of 28.6% and 40.2% were obtained in the closed and open vocabulary experiments respectively. In the first case, 9.2% of the errors corresponded to bad recognized man (first) surnames, a 9.3% to bad recognized woman (second) surnames. The remainder 10.1% corresponded to bad recognized numbers. On the other hand, in the open vocabulary case, 15.5% of the errors corresponded to the first surname, the 14.6% to the second surname and the 10.1% to number errors.

After a preliminary error analysis, we observed that around 250 errors from the 602 committed errors in the first surname using closed vocabulary were due to recognized surnames which began with a letter that was not correct. Similarly, using open vocabulary, 312 errors from the 1,006 committed errors were due to the same problem.

Given that we know the index is organized alphabetically according the first surname letter, we consider the information provided by the user on the previous recognized and validated line to dynamically modified the language model as explained in Section III. Table II reports results for the recognition of the first surname of the 1,563 text line images. In the first column we can see the error obtained without using the information of the previous line (ERc), whereas in the second column the result modifying dynamically the language model after each user interaction is shown (ERp). The last column of the table shows the relative difference of the two approaches. According to the results, the number of surnames that the user had to correct modifying the language model after each user interaction was reduced with respect to using the conventional HTR system. Therefore, the estimated human effort needed to obtain perfect transcription was reduced. The interactive predictive method can save around 9% and 3% using closed and open vocabulary, respectively.

Table II | ERROR OBTAINED WITH THE CONVENTIONAL SYSTEM (ERC) AND WITH THE PREDICTIVE SYSTEM (ERP). THE ESTIMATED EFFORT REDUCTION (EFR) FOR ERC WITH RESPECT TO ERP. ALL RESULTS ARE PERCENTAGES. |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ERc</td>
<td>ERa</td>
</tr>
<tr>
<td>Open voc.</td>
<td>9.2</td>
<td>8.4</td>
</tr>
<tr>
<td>Closed voc.</td>
<td>15.5</td>
<td>15.1</td>
</tr>
</tbody>
</table>

Tables III and IV show the results at character level obtained with closed and open vocabulary, respectively. The row labeled “Effort-Estimation” shows both plain and autocompleting results using both a conventional HTR system (without dynamically modifying the language model after each user interaction - CERc and KSRe) and a predictive HTR system (CERP and KSRe). An estimation of the
reduction in human effort (EFR) achieved by using the predictive HTR system with autocompleting (KSRp) with respect to the plain HTR (vsCERc) is also shown. According to the results, the estimated human effort to produce error free transcription using an interactive-predictive HTR system with autocompleting is significantly reduced with respect to using the conventional HTR system. The overall estimated effort reductions are about 29% and 12% using closed and open vocabulary respectively.

![Table III](image)

**Table III**

CLOSED VOCABULARY CER AND KSR OBTAINED WITH THE CONVENTIONAL HTR APPROACH (CERC AND KSRC) AND WITH THE PREDICTIVE APPROACH (CERP AND KSRP). EFR FOR KSRC AND KSRP WITH RESPECT TO CERC AND CERP ARE ALSO SHOWN. ALL RESULTS ARE PERCENTAGES.

<table>
<thead>
<tr>
<th>Effort Estimation</th>
<th>CERC</th>
<th>CERP</th>
<th>KSRC</th>
<th>KSRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vsCERC</td>
<td>17.4</td>
<td>16.4</td>
<td>13.3</td>
<td>12.3</td>
</tr>
<tr>
<td>vsCERP</td>
<td>0.7</td>
<td>0.0</td>
<td>23.6</td>
<td><strong>29.3</strong></td>
</tr>
</tbody>
</table>

![Table IV](image)

**Table IV**

OPEN VOCABULARY CER AND KSR OBTAINED WITH THE CONVENTIONAL HTR APPROACH (CERC AND KSRC) AND WITH THE PREDICTIVE APPROACH (CERP AND PKSRP). EFR FOR KSRC AND KSRP WITH RESPECT TO CERC AND CERP ARE ALSO SHOWN. ALL RESULTS ARE PERCENTAGES.

<table>
<thead>
<tr>
<th>Effort Estimation</th>
<th>CERC</th>
<th>CERP</th>
<th>KSRC</th>
<th>KSRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vsCERC</td>
<td>25.5</td>
<td>23.4</td>
<td>24.7</td>
<td>22.5</td>
</tr>
<tr>
<td>vsCERP</td>
<td>8.2</td>
<td>8.2</td>
<td>3.1</td>
<td><strong>11.8</strong></td>
</tr>
</tbody>
</table>

Note that, for real-world operations, the lower performance in the open vocabulary case can be improved using a large lexicon of surnames, instead of using only the surnames appearing on the training set.

V. CONCLUSIONS

In this paper, we have studied how to reduce the human effort needed to obtain the perfect transcriptions of the indexes of handwritten marriage register books. These documents were used for centuries by ecclesiastical institutions to register marriages and have interesting information that is being used by demographers that devote a lot of time to transcribe them. The automatic transcription of these documents by using Handwritten Text Recognition techniques is difficult since the vocabulary is large because it is composed mainly of proper names. Considering the results obtained in the experiments, we can conclude that, using the information derived during the interactive transcription process and the prior knowledge that we have of the task, significant amounts of human effort can be saved.
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