Parameter identification for industrial robots with a fast and robust trajectory design approach
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A B S T R A C T

Model-based, torque-level control can offer precision and speed advantages over velocity-level or position-level robot control. However, the dynamic parameters of the robot must be identified accurately. Several steps are involved in dynamic parameter identification, including modeling the system dynamics, joint position/torque data acquisition and filtering, experimental design, dynamic parameters estimation and validation. In this paper, we propose a novel, computationally efficient and intuitive optimality criterion to design the excitation trajectory for the robot to follow. Experiments are carried out for a 6 degree of freedom (DOF) Staubli TX-90 robot. We validate the dynamics parameters using torque prediction accuracy and compare to existing methods. The RMS errors of the prediction were small, and the computation time for the new, optimal objective function is an order of magnitude less than for existing approaches.

1. Introduction

Contemporary applications of robot arms demand high precision and speed, e.g. advanced manufacturing [1] and multi-robot system control [2]. These applications typically require advanced model-based control algorithms or control algorithms based on torque input [3]. Such control schemes require accurate knowledge of the dynamic parameters of robot arm. However, many robot manufacturers do not provide these parameters or provide only partial information [4,5]. Experimental identification or calibration is therefore the only reliable approach to obtain this information.

Many models of robot dynamics have been proposed in the context of dynamic parameter identification. Gautier suggested the energy identification model in [6] and the power model in [7]. The main advantage of these models is that they depend only on functions of joint position and velocity. Researchers have employed inverse dynamic models of robot arms to identify dynamic parameters [5,8-10]. Inverse dynamic models provide more information than the energy or the power model. This additional information allows the creation of well-conditioned over-determined regressor matrices.

There are several ways to estimate the dynamic parameters. Least squares estimation methods [6,11] and maximum likelihood estimation methods [9] are popular approaches. Other approaches include the extended Kalman filter in [12], the total least squares developed in [13], the online recursive total least squares estimation method in [14], the weighted least squares estimation method [15,16], nonlinear least squares optimization [8], and the instrumental variable approach developed in [17]. Generally, joint angle and torque/current data can be measured directly, but joint velocity and acceleration must be estimated. There are several approaches to estimate velocity and acceleration, including observer/estimators, zero-phase band pass filter, low-pass filters and Kalman filters [6,8,18].

Designing an excitation trajectory is an essential and significant part of improving estimation accuracy. A fifth-order polynomial trajectory in joint space was proposed as an excitation trajectory in [19]. To enable repeatable identification experiments and improve the signal to noise ratio, periodic excitation trajectories based on Fourier series [9], modified Fourier series [5] and finite sum of harmonic sine functions [20] have been proposed. Two optimality criteria have been popular to find optimal periodic trajectories. One is based on minimization of the condition number of the regressor matrix [5,20,21]; another is based on minimization of \( \log(\text{det}(\cdot)) \) of the Fisher information matrix [20,9]. Since each Fourier series contains \( 2 \times N_i + 1 \) parameters [22], it can be difficult to solve the optimization problem. Each Fourier series must meet constraints on the trajectory such as initial and final conditions and bounds on position, velocity and acceleration.

Model validation is also an important procedure for confirming the parameter estimation results. Experiment results can directly demonstrate the identification result [9]. Janot et al. discussed the importance of statistical analysis in validating results [17].
A primary contribution of this paper is a novel, simple and intuitive optimal criterion to design the exciting trajectory. Our approach reduces the number of terms that define the trajectory, and we employ Hadamard’s inequality, which states that the determinant of a positive definite matrix is less than or equal to the product of its diagonal entries, thus simplifying the optimization problem. For a $m \times n$ rectangular matrix $W$, the complexity of calculating the upper bound of the determinate using Hadamard’s great reduction in complexity and calculation time is $O(n^2)$, but the complexity of calculating the determinate of $W^TW$ is $O(mn^2 + n^3)$ and the complexity of calculating the condition number of $W$ is $O(mn^2)$. The use of Hadamard’s inequality offers a great reduction in complexity and calculation time in finding the optimal parameters.

We compare our outcome with the two popular optimization functions in terms of computational complexity. Our proposed trajectory performs as well as those found by the existing optimization functions in terms of root mean squared error, and requires an order of magnitude less computation time. We use our algorithm to determine the dynamic parameters of the Staubli TX-90 robot manipulator. To our knowledge, the parameters of this robot have not previously been determined, and this represents a second major contribution of this paper.

The remainder of this paper is organized as follows. Section 2 introduces the background information regarding our experimental dynamic calibration methods. Section 3 describes the proposed excitation trajectory and new optimality criterion. Section 4 provides simulation results that verify the proposed estimation process. Finally, the conclusion is given in Section 5.

2. Background

Our approach employs the inverse dynamic model and the least squares (LS) estimation method to estimate inertia parameters of robot arm. We also use a zero-phase low pass filter to process position data and velocities in terms of calculated and a central difference algorithm. Accelerations are calculated with the central difference algorithm and followed by smoothing, which is performed by the Robust Local polynomial regrESSion (RLOESS) smoother [23]. RLOESS has gained widespread acceptance in statistics as an appealing solution for fitting smooth curves to noisy data. The overall procedure of identification is illustrated in Fig. 1.

2.1. Dynamic identification model

The dynamic model of an $n$-link rigid robot can be derived using the Euler–Lagrange or the Newton–Euler formulation [24]. The mathematical model in joint space [25] is given by

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} + \tau_f = \tau$$

where $q(t) = [q_1(t), q_2(t), \ldots, q_n(t)]^T \in \mathbb{R}^n$ is a vector of joint position, and $\dot{q}(t) \in \mathbb{R}^n$ and $\ddot{q}(t) \in \mathbb{R}^n$ are the joint velocity and the acceleration vectors, respectively. $M(q) \in \mathbb{R}^{n \times n}$ is the mass or inertia matrix of the robot, $C(q, \dot{q})$ contains Coriolis, centrifugal and gravitational force terms, $\tau_f(t) \in \mathbb{R}$ is the friction forces, and $\tau(t) \in \mathbb{R}^n$ represents the joint torque vector, which is the input to the system. We model the friction forces as

$$\tau_f(t) = f_c q + f_s \text{sgn}(\dot{q})$$

where $f_c$ and $f_s$ are constant $n \times n$ diagonal matrices representing viscous and Coulomb friction parameters, respectively, and $\text{sgn}(\cdot)$ is the sign function.

The modified Denavit and Hartenberg (MDH) convention [26] allows us to rewrite the mathematical model (1) in a linearly parameterized form [24] with $N_\beta$ standard parameters:

$$\tau = Y(q, \dot{q}, \ddot{q})\beta$$

where $Y(q, \dot{q}, \ddot{q}) \in \mathbb{R}^{n \times N_\beta}$ is a regressor matrix and $\beta \in \mathbb{R}^{N_\beta \times 1}$ is a vector of standard parameters. For rigid robots, there are 13 standard parameters by each link and joint, including the six components of the inertia matrix of link $j$ at the origin of frame $j$ ($I_{xij}, I_{yij}, I_{zij}, I_{yij}, I_{zij}, I_{zij}$), the first moments of link $j$ ($mx_j, my_j, mz_j$), the mass ($m_j$) of link $j$, the total inertia moment ($I_{0j}$) for rotor and gears of actuator $j$ and viscous and Coulomb friction coefficients ($f_{cj}, f_{sj}$) [27].

The base parameters are the minimal set of identifiable parameters to parametrize the dynamic equation. They are obtained by regrouping some of the standard parameters by means of linear relations [11,28] or a numerical method with respect to the QR decomposition [29]. Then the dynamics equation with $N_\beta$ identifiable base parameters can be addressed as

$$\tau = Y(q, \dot{q}, \ddot{q})\beta$$

where $\beta \in \mathbb{R}^{N_\beta}$ are the base parameters and $Y(q, \dot{q}, \ddot{q}) \in \mathbb{R}^{n \times N_\beta}$ is a subset of the independent columns of $Y$. An excitation trajectory reference must be used to consistently excite the given system. In this work, we employ a periodic trajectory. Assume that the joint positions and motor torques are measured at a sampling frequency of $o_s$ and denote the $k$th sampling time as $t_k$. The fundamental frequency of the trajectories is $w_s$, so we can collect $M = o_s/w_s$ samples over one period $T$. These measurements can be used to obtain an over-determined set of equations [31]:

$$\Gamma = W\beta + \rho$$

where

$$W = \begin{bmatrix} Y(q(t_1), \dot{q}(t_1), \ddot{q}(t_1))_{n \times N_\beta} \\ Y(q(t_2), \dot{q}(t_2), \ddot{q}(t_2))_{n \times N_\beta} \\ \vdots \\ Y(q(t_M), \dot{q}(t_M), \ddot{q}(t_M))_{n \times N_\beta} \end{bmatrix}$$

Fig. 1. The proposed parameter identification process.
is the observation matrix, \( \Gamma = [\tau(t_1) \tau(t_2) \ldots \tau(t_M)]^T \in \mathbb{R}^{M \times n} \) and \( \rho \in \mathbb{R}^{n} \) is the vector of errors due to complex friction, modeling error, measurement noise, etc. Therefore, measurement of torque/force may differ from the actual motor torques. The dimension of the observation matrix \( \mathbf{W} \) depends on the number of samples collected and is \( nM \times N_b \).

### 2.2. Least squares parameter estimator

We employ the LS estimator to solve the over-determined set of equations. The matrix notation is given by

\[
\hat{\beta} = \min_{\beta} \| \Gamma - W\beta \|^2 = W^+ \Gamma
\]

where \( W^+ = (W^T W)^{-1} W^T \) and \( \hat{\beta} \in \mathbb{R}^n \) is the estimated base parameters. The covariance matrix of the estimation error of \( \hat{\beta} \) is \( \sigma^2 I \), where \( \sigma^2 \) is the variance of the errors. As \( \sigma^2 \) is generally unknown, we take an estimate of \( \sigma^2 \) as [31]

\[
\hat{\sigma}^2 = \frac{1}{nM - N_b} \| \Gamma - W\hat{\beta} \|^2.
\]

The covariance matrix of the estimation error is given by

\[
\sigma_{\beta_i} = \frac{\| \beta \|^2}{\| \beta \|^2} = \frac{\sigma^2}{\| \beta \|^2},
\]

and \( \sigma_{\beta_{ij}} \) is the \( i \)-th element of \( \sigma_{\beta} \). The relative standard deviation (RSD) of the \( i \)-th parameter is

\[
\%\sigma_{\hat{\beta}_i} = \frac{100\sqrt{\sigma_{\beta_{i,i}}}}{\| \hat{\beta}_i \|}.
\]

We calculated the dynamic parameters using weighted least squares (WLS) [15,16] and total least squares (TLS) [13] in addition to LS. However, in our case the identification result did not significantly improve over LS. Therefore, we employ LS since LS is simpler.

### 2.3. Signal processing

The collected data (e.g., position and torque data) may be affected by some error or noise. Decreasing the effects of noise on \( \mathbf{W} \) and \( \Gamma \) is an essential step to improve the accuracy of the parameter estimation result. Positions are calculated by means of a zero-phase low-pass filter (forward and reverse IIR Butterworth filters). Velocities are calculated with a central difference algorithm. Accelerations are calculated with the central difference algorithm and followed by smoothing, which is performed by RLOESS, implemented using the MATLAB smooth function. RLOESS is a regression method that employs a moving average filter and performs residual analysis to remove outliers before smoothing [23]. We also employ RLOESS to remove noise and torque ripples of the collected torque data. To remove information-free samples, a down-sampling is conducted on \( \mathbf{W} \) and \( \Gamma \) using a decimate filter [7].

### 3. Experimental design

Experiment design usually consists of two steps. The first step is trajectory parameter selection and the second step is parameter optimization. We propose a novel, modified Fourier series, which can generate a persistent excitation trajectory at a greatly reduced level of complexity and computation time necessary for the optimization process.

### 3.1. Trajectory parametrization

The trajectory for each joint is a finite sum of \( N \) harmonic sine and cosine functions. The joint position \( q_i \), velocity \( \dot{q}_i \), and acceleration \( \ddot{q}_i \) trajectories for the \( i \)-th joint of an \( n \)-link robot are given as

\[
q_i(t) = \sum_{l=1}^{N} a_l \sin(\omega_l t) + b_l \cos(\omega_l t) + q_{io}
\]

\[
\dot{q}_i(t) = \sum_{l=1}^{N} a_l \omega_l \cos(\omega_l t) + b_l \sin(\omega_l t)
\]

\[
\ddot{q}_i(t) = \sum_{l=1}^{N} a_l \omega_l^2 \sin(\omega_l t) - b_l \omega_l \cos(\omega_l t)
\]

where \( \omega_l \) is the fundamental frequency and \( q_{io} \) is the offset of the joint position of the excitation reference trajectories [32]. All joints share the same fundamental frequency to guarantee the periodicity of the trajectory [9]. Hence, each trajectory contains only \( 2N+1 \) parameters, which generate the excitation reference trajectory. The parameters \( a_l \) and \( b_l \) determine the amplitudes of the cosine and sine functions and can be determined through optimization or with trial and error. The trade-off of choosing fundamental frequency was discussed in Swevers’s work [32].

### 3.2. Trajectory optimization

The problem of determining an excitation trajectory \( \mathbf{q}^*(t) \) can be formulated as

\[
\mathbf{q}^*(t) = \arg\min_{\mathbf{q}(t)}^{\text{subject to}} \| \mathbf{J} \|
\]

subject to

\[
\| q_i(t) \| \leq q_{max} \quad \forall i, t \quad \text{(a)}
\]

\[
\| q_i(t) \| \leq v_{max} \quad \forall i, t \quad \text{(b)}
\]

\[
\| \dot{q}_i(t) \| \leq a_{max} \quad \forall i, t \quad \text{(c)}
\]

\[
\dot{q}_i(t_0) = \dot{q}_i(t_f) = 0 \quad \forall i, t \quad \text{(d)}
\]

\[
\ddot{q}_i(t_0) = \ddot{q}_i(t_f) = 0 \quad \forall i, t \quad \text{(e)}
\]

where \( \mathbf{J} \) is an objective function to be determined subsequently, and \( q_{max} \) (rad), \( v_{max} \) (rad \( s^{-1} \)) and \( a_{max} \) (rad \( s^{-2} \)) denote bounds on joint position, velocity and acceleration, respectively. Unexpected behavior will result at the start and end points if \( q_i(t_0) \neq 0, \dot{q}_i(t_0) \neq 0, \ddot{q}_i(t_0) \neq 0 \) and \( q_i(t_f) \neq 0 \) [5]. Therefore constraints (14e) and (14f) are added to remedy this defect.

Substituting (10a) into (14a), we have

\[
\| q_i(t) \| = \sum_{l=1}^{N} \frac{a_l}{\omega_l} \sin(\omega_l t) - \frac{b_l}{\omega_l} \cos(\omega_l t) + q_{io} \leq q_{max}
\]

Similarly,

\[
\| \dot{q}_i(t) \| = \sum_{l=1}^{N} \frac{a_l}{\omega_l} \omega_l \sin(\omega_l t) + \frac{b_l}{\omega_l} \cos(\omega_l t) \leq v_{max}
\]

\[
\| \ddot{q}_i(t) \| = \sum_{l=1}^{N} \frac{a_l}{\omega_l} (\omega_l^2 \sin(\omega_l t) - \omega_l \cos(\omega_l t)) \leq a_{max}
\]

In addition, the constraint (14d)–(14f) can be rewritten as
\[ q_i(t_0) = q_i(0) = \sum_{i=1}^{n} b_i + q_{i0} = 0 \] (18)

\[ \dot{q}_i(t_0) = \dot{q}_i(0) = \sum_{i=1}^{N} a_i = 0 \] (19)

\[ \ddot{q}_i(t_0) = \ddot{q}_i(0) = \sum_{i=1}^{N} a_i \dot{b}_i = 0. \] (20)

In the literature, there are several ways to find optimal excitation trajectories. In particular, the excitation trajectory was optimized by minimizing the condition number or log determinate of the observation matrix \(W\) [5,20,21] or \(\log(\text{det}(W^TW))\) [9,20].

3.3. Proposed objective function using Hadamard’s inequality

According to Hadamard’s inequality, the determinant of a positive definite matrix is less than or equal to the product of its diagonal entries [33]. For a \(m \times n\) rectangular matrix \(W\), the complexity of calculating the upper bound of the determinate using Hadamard’s is \(O(n)\), but the complexity of calculating the determinate of \(W^TW\) is \(O(mn^2 + n^3)\) and the complexity of calculating the condition number of \(W\) is \(O(mn^2)\). To estimate dynamic parameters, we usually collect more than thousand samples. In our case, the size of the observation matrix \(W\) is \(11250 \times 52\). Clearly, applying Hadamard’s inequality reduces in complexity and calculation time finding the optimal parameters. A comparison of execution times is given in Section 4.5.

In applying Hadamard’s inequality, we have

\[
\text{det}(W^TW) \leq \prod_{k=1}^{nM} W_{k1}^2 \prod_{k=1}^{nM} W_{k2}^2 \cdots \prod_{k=1}^{nM} W_{kN}^2
\]

\[
\leq \prod_{g=1}^{N_g} \sum_{k=1}^{nM} W_{kg}^2
\] (21)

where \(W_{kg}\) is the \(k\)th element of the \(g\)th column of the regressor matrix \(W\). We define the summation of \(W_{kg}^2\) as \(W_{g}^2\), and rewrite (21) as

\[
\text{det}(W^TW) \leq \prod_{g=1}^{N_g} W_{g}^2
\] (22)

Therefore, maximizing \(\prod_{g=1}^{N_g} W_{g}^2\), subject to the constraints, will maximize the upper bound of \(\text{det}(W^TW)\) and ideally make the determinate larger. Our experimental results demonstrate that our method works as well as other methods (i.e., directly optimizing the condition number or log determinate) in terms of root-mean-square (RMS) error of the torque prediction and greatly reduces complexity and calculation time needed to find the optimal parameters. Therefore, we take the objective function as

\[
J = \frac{1}{\prod_{g=1}^{N_g} W_{g}^2}
\] (23)

Table 1

<table>
<thead>
<tr>
<th>Axis</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range (deg)</td>
<td>360</td>
<td>277.5</td>
<td>280</td>
<td>540</td>
<td>255</td>
<td>540</td>
</tr>
<tr>
<td>Working range dist. (deg)</td>
<td>± 180</td>
<td>±130 + 147.5</td>
<td>± 140</td>
<td>± 270</td>
<td>− 115 + 140</td>
<td>± 270</td>
</tr>
<tr>
<td>Nominal speed (deg/s)</td>
<td>250</td>
<td>200</td>
<td>300</td>
<td>430</td>
<td>350</td>
<td>600</td>
</tr>
<tr>
<td>Ang. resolution (deg 10⁻³)</td>
<td>0.057</td>
<td>0.057</td>
<td>0.057</td>
<td>0.057</td>
<td>0.122</td>
<td>0.183</td>
</tr>
</tbody>
</table>

In our experiment, the persistent excitation trajectories were designed with \(a_0 \neq 0\), \(b_0 \neq 0\) and \(N=5\). The optimization problem can be solved by any appropriate means, such as \texttt{fmincon} in the MATLAB Optimization toolbox with the predetermined offsets \(q_i\). The physical limitation on joint positions, velocities,

![Reference positions](image1)

![Reference velocities](image2)

![Reference trajectory](image3)
and accelerations of the Staubli TX-90 robot is given in Table 1 [34].

The initial conditions used for optimization are randomly generated for each link. Then, we can generate the reference excitation trajectories with optimal parameters. An example of typical joint position, velocity and acceleration trajectories is shown in Figs. 2–4. Note that the start and end points of reference velocity and acceleration are zero or close to zero in Figs. 3 and 4. This result satisfies constraints (14e) and (14f).

4. Experiment and validation

To verify the proposed estimation algorithm and trajectory, the dynamic parameters of the Staubli TX-90 robot were identified.

4.1. Experimental testbed

The Staubli TX-90 robot has a serial structure with six rotational joints, as seen in Fig. 5. The link frames of the Staubli TX-90 robot are illustrated in Fig. 6 and its MDH parameters are given in Table 2.

We define the position variable of joint i as \(\theta_i\). Moreover, the variables of joints 2 and 3 in the present relationship are acquired from the measured values of joints 2 and 3 using the relations, \(\theta_2 = \theta_{2\text{staubli}} - \pi/2\) and \(\theta_3 = \theta_{3\text{staubli}} + \pi/2\) [13]. Some robots, such as the Staubli TX-40 [30] and Staubli RX-90 [27], have a coupling effect between the two last wrist joints. However, the two last wrist joints are not coupled in the TX-90.

We employed the software SYMORO+ to compute the customized symbolic expressions of the models [26]. For the TX-90 robot, a subset of the standard parameters discussed in Section 1 can be regrouped to generate a reduced set of base parameters as

\[
I_{zz,i} = (m_3 + m_4 + m_5 + m_6)(d_i^2 + d_i^2 + r_i^2) \\
+ Ia_1 + d_i^2 m_2 + 2m_2 r_3 + l_{yy}^2 + l_{yy}^2 + l_{zz}^2
\]

\[
l_{xx,i} = -(m_3 + m_4 + m_5 + m_6)(d_i^2 + d_i^2 - r_i^2) \\
+ l_{xx} - l_{yy}
\]

\[
l_{xz,i} = x_2 + d_i^2 (m_3 + m_4 + m_5 + m_6) r_3
\]

\[
l_{zr,i} = l_2 + d_i^2 (m_3 + m_4 + m_5 + m_6) I_{zz} + mx_i^2 = d_i^2 m_3 + m_4 + m_5 + m_6 + mx_2
\]

\[
l_{zx,i} = 2m_2 r_4 + (m_4 + m_5 + m_6) r_4^2 + l_{yy}^2 + l_{yy}^2
\]

\[
+ l_{xx} - l_{yy}^2 + l_{yy}^2
\]

\[
l_{zz} = 2m_2 r_4 + (m_4 + m_5 + m_6) r_4^2 + l_{yy}^2 + l_{yy}^2
\]

\[
l_{yy} = m_y r_4 - m_z r_4 - (m_4 + m_5 + m_6) r_4
\]

\[
l_{xx} = l_{xx} - l_{yy} + l_{yy}
\]

\[
l_{xz} = l_{xx} - l_{yy} + l_{yy}
\]

\[
l_{zz} = l_{xx} + l_{yy}
\]

\[
l_{yy} = m_y - m_z
\]

\[
l_{xx} = l_{xx} - l_{yy} + l_{yy}
\]

\[
I_{xx} = l_{xx} - l_{yy} + l_{yy}
\]

\[
l_{zz} = l_{xx} + l_{yy}
\]

\[
l_{yy} = m_y - m_z
\]

\[
l_{xx} = l_{xx} - l_{yy} + l_{yy}
\]
4.3. Parameter estimation

We constructed the observation matrix $W$ with the measured joint position and estimated velocity and acceleration samples. The condition number of the observation matrix for all the joints was 108, indicating that the system is well excited.

The standard LS estimation method was used to get the dynamics parameters of the Staubli TX-90 robot. Some dynamic parameters with a small magnitude have no significant contribution to generating the torque, so they remain poorly identifiable and can be removed in order to simplify the dynamics model [27]. After discarding the dynamic parameters with a large RSD (RSD $>$ 20%) calculated from Eq. (9), 29 essential parameters which are used to describe the dynamics model of the Staubli TX-90 robot are obtained. The dynamic parameters are given in Table 4.

4.4. Validation

Model validation is an essential procedure before we apply the dynamics parameters in control applications. The validation is carried out by comparing the measured torque $I$ and the estimated torque $W\hat{\beta}$. A new validation trajectory was generated, as shown in Fig. 7. The estimated and measured torques running the persistent excitation trajectory and validation trajectory are shown in Figs. 8 and 9, respectively. The green-dash-dot lines in Figs. 8 and 9 are the prediction error, which is notably small.

---

Table 3
The base parameters.

<table>
<thead>
<tr>
<th>Link 1</th>
<th>Link 2</th>
<th>Link 3</th>
<th>Link 4</th>
<th>Link 5</th>
<th>Link 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>l_{21}</td>
<td>l_{31}</td>
<td>l_{41}</td>
<td>l_{51}</td>
<td>l_{61}</td>
</tr>
<tr>
<td>0</td>
<td>l_{22}</td>
<td>l_{32}</td>
<td>l_{42}</td>
<td>l_{52}</td>
<td>l_{62}</td>
</tr>
<tr>
<td>0</td>
<td>l_{23}</td>
<td>l_{33}</td>
<td>l_{43}</td>
<td>l_{53}</td>
<td>l_{63}</td>
</tr>
<tr>
<td>0</td>
<td>l_{24}</td>
<td>l_{34}</td>
<td>l_{44}</td>
<td>l_{54}</td>
<td>l_{64}</td>
</tr>
<tr>
<td>0</td>
<td>m_{23}</td>
<td>m_{33}</td>
<td>m_{43}</td>
<td>m_{53}</td>
<td>m_{63}</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>f_{r 1}</td>
<td>f_{r 2}</td>
<td>f_{r 3}</td>
<td>f_{r 4}</td>
<td>f_{r 5}</td>
<td>f_{r 6}</td>
</tr>
<tr>
<td>f_{r 1}</td>
<td>f_{r 2}</td>
<td>f_{r 3}</td>
<td>f_{r 4}</td>
<td>f_{r 5}</td>
<td>f_{r 6}</td>
</tr>
</tbody>
</table>

The remaining standard parameters cannot be regrouped and are considered base parameters. The base parameters associated with each link are given in Table 3.

Table 4
The estimated dynamic parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$\hat{\beta}$</th>
<th>rsd (%)</th>
<th>$\sigma_\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{xx}$ (kg m²)</td>
<td>19.44</td>
<td>2.25</td>
<td>0.43</td>
</tr>
<tr>
<td>$f_{c 1}$ (N m/rad s⁻¹)</td>
<td>68.96</td>
<td>0.60</td>
<td>0.41</td>
</tr>
<tr>
<td>$l_{x 1}$ (N m/rad s⁻¹)</td>
<td>21.37</td>
<td>1.51</td>
<td>0.32</td>
</tr>
<tr>
<td>$l_{x 2}$ (kg m²)</td>
<td>−9.88</td>
<td>4.28</td>
<td>0.42</td>
</tr>
<tr>
<td>$l_{x 3}$ (kg m²)</td>
<td>−5.68</td>
<td>3.45</td>
<td>0.19</td>
</tr>
<tr>
<td>$l_{x 4}$ (kg m²)</td>
<td>−1.30</td>
<td>16.75</td>
<td>0.18</td>
</tr>
<tr>
<td>$l_{x 5}$ (kg m²)</td>
<td>12.24</td>
<td>2.71</td>
<td>0.33</td>
</tr>
<tr>
<td>$m_{23}$ (kg m)</td>
<td>−14.28</td>
<td>0.38</td>
<td>0.05</td>
</tr>
<tr>
<td>$m_{33}$ (kg m)</td>
<td>72.68</td>
<td>1.03</td>
<td>0.75</td>
</tr>
<tr>
<td>$m_{43}$ (kg m)</td>
<td>21.27</td>
<td>1.76</td>
<td>0.37</td>
</tr>
<tr>
<td>$l_{xz}$ (kg m²)</td>
<td>−1.17</td>
<td>10.68</td>
<td>0.12</td>
</tr>
<tr>
<td>$l_{xu}$ (kg m²)</td>
<td>4.14</td>
<td>4.19</td>
<td>0.17</td>
</tr>
<tr>
<td>$mx_1$ (kg m)</td>
<td>−0.39</td>
<td>15.17</td>
<td>0.06</td>
</tr>
<tr>
<td>$my_1$ (kg m)</td>
<td>4.07</td>
<td>1.31</td>
<td>0.05</td>
</tr>
<tr>
<td>$l_{z 1}$ (kg m²)</td>
<td>−1.88</td>
<td>6.46</td>
<td>0.12</td>
</tr>
<tr>
<td>$f_{c 3}$ (N m/rad s⁻¹)</td>
<td>15.27</td>
<td>2.29</td>
<td>0.34</td>
</tr>
<tr>
<td>$f_{c 4}$ (N m/rad s⁻¹)</td>
<td>5.80</td>
<td>5.21</td>
<td>0.30</td>
</tr>
<tr>
<td>$l_{uz}$ (kg m²)</td>
<td>0.48</td>
<td>13.02</td>
<td>0.06</td>
</tr>
<tr>
<td>$l_{uz}$ (kg m²)</td>
<td>−0.70</td>
<td>15.33</td>
<td>0.10</td>
</tr>
<tr>
<td>$mx_4$ (kg m)</td>
<td>0.48</td>
<td>13.66</td>
<td>0.06</td>
</tr>
<tr>
<td>$my_4$ (kg m)</td>
<td>−0.18</td>
<td>18.63</td>
<td>0.03</td>
</tr>
<tr>
<td>$l_{ov}$ (kg m²)</td>
<td>10.00</td>
<td>3.03</td>
<td>0.30</td>
</tr>
<tr>
<td>$f_{c 5}$ (N m/rad s⁻¹)</td>
<td>4.70</td>
<td>6.29</td>
<td>0.29</td>
</tr>
<tr>
<td>$f_{c 6}$ (N m/rad s⁻¹)</td>
<td>0.77</td>
<td>13.05</td>
<td>0.10</td>
</tr>
<tr>
<td>$l_{ov}$ (kg m²)</td>
<td>−0.32</td>
<td>17.05</td>
<td>0.05</td>
</tr>
<tr>
<td>$f_{c 7}$ (N m/rad s⁻¹)</td>
<td>6.77</td>
<td>4.59</td>
<td>0.31</td>
</tr>
<tr>
<td>$f_{c 8}$ (N m/rad s⁻¹)</td>
<td>4.71</td>
<td>6.29</td>
<td>0.29</td>
</tr>
<tr>
<td>$f_{c 9}$ (N m/rad s⁻¹)</td>
<td>3.37</td>
<td>3.86</td>
<td>0.13</td>
</tr>
<tr>
<td>$f_{c 10}$ (N m/rad s⁻¹)</td>
<td>5.05</td>
<td>5.33</td>
<td>0.26</td>
</tr>
</tbody>
</table>

---

Figs. 8 and 9 are the prediction error, which is notably small.
However, we can see a spike when the velocity crosses zero, due to the friction forces at low velocities. We also compared the RMS errors between the predicted torques and the averaged measured torques from tracking a set of excitation and validation trajectories in Table 5. These errors are similar in magnitude to other researchers’ recent work in [5,32]. Therefore, the identified dynamic parameters are confirmed to work under multiple trajectories.

We also estimated the torque measurement with a well-tuned low pass filter, and then we estimated the dynamic parameters using the same joint positions, velocities and accelerations of the persistent excitation trajectories. The torque prediction results are given in Fig. 10. The RMS errors of the predicted torques of RLOESS and a well-tuned low pass filter are compared in Table 6.
4.5. Comparison of the proposed optimization to common objective functions

We have compared the computing time and the RMS error of predicted torques from our optimizing our proposed objective function in (23) with respect to two popular objective functions. The first is

\[ J_2 = \log(\det(W^TW)) \]  

which is the observation matrix related to the LS estimator [9,20]. The second objective function is

\[ J_3 = \text{cond}(W) \]  

which is based on the condition number of the observation matrix [5,20]. We have used the fmincon solver in MATLAB to minimize the objective function \( J_2 \) in (25) and \( J_3 \) in (26). The starting points for the optimization are randomly selected for both \( J_2 \) and \( J_3 \). The specifications of the PC we used include an Intel Core i7 (SMP), 8 GB of RAM, and 64-bit Operating system. Here we used 625 samples to build an observation matrix \( W \in \mathbb{R}^{3750 \times 52} \).

The comparison of execution times is given in Table 7, which shows that the CPU time of execution for the proposed objective function is much faster than the \( \text{cond}(W) \) based or \( \det(W^TW) \) based objective functions. Average execution time for the proposed objective function is approximately \( \frac{1}{116} \) of the \( J_2 \) and \( \frac{1}{19} \) of \( J_3 \). A comparison of torque prediction RMS errors over the resulting excitation trajectories for all the three objective functions is given in Table 8. Our analysis found that the RMS error of \( J_1 \) is smaller than or close to the others.

5. Conclusion

In this paper, Hadamard’s inequality is used to propose a novel, simple and intuitive criterion for optimizing an excitation function.

Table 5

RMS errors of the torque prediction for both tracking the excitation and the validation trajectories.

<table>
<thead>
<tr>
<th>Joint #</th>
<th>Excitation traj. (N m)</th>
<th>Validation traj. (N m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint 1</td>
<td>8.76</td>
<td>10.79</td>
</tr>
<tr>
<td>Joint 2</td>
<td>7.35</td>
<td>10.60</td>
</tr>
<tr>
<td>Joint 3</td>
<td>3.62</td>
<td>4.83</td>
</tr>
<tr>
<td>Joint 4</td>
<td>2.20</td>
<td>1.83</td>
</tr>
<tr>
<td>Joint 5</td>
<td>1.44</td>
<td>1.22</td>
</tr>
<tr>
<td>Joint 6</td>
<td>1.32</td>
<td>1.06</td>
</tr>
<tr>
<td>Sum</td>
<td>24.71</td>
<td>30.37</td>
</tr>
</tbody>
</table>

Table 6

A comparison of RMS of the torque prediction error using RLOESS and low pass filter.

<table>
<thead>
<tr>
<th>Joint #</th>
<th>RLOESS (RMS error) (N m)</th>
<th>Low pass filter (RMS error) (N m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint 1</td>
<td>8.76</td>
<td>9.22</td>
</tr>
<tr>
<td>Joint 2</td>
<td>7.35</td>
<td>9.20</td>
</tr>
<tr>
<td>Joint 3</td>
<td>3.62</td>
<td>3.69</td>
</tr>
<tr>
<td>Joint 4</td>
<td>2.20</td>
<td>2.97</td>
</tr>
<tr>
<td>Joint 5</td>
<td>1.44</td>
<td>2.00</td>
</tr>
<tr>
<td>Joint 6</td>
<td>1.32</td>
<td>2.23</td>
</tr>
<tr>
<td>Sum</td>
<td>24.71</td>
<td>29.32</td>
</tr>
</tbody>
</table>

Table 7

A comparison of execution time.

<table>
<thead>
<tr>
<th>Joint #</th>
<th>( J_1 )</th>
<th>( J_2 )</th>
<th>( J_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exe. time</td>
<td>36 s</td>
<td>( \approx 586 ) s</td>
<td>( \approx 673 ) s</td>
</tr>
<tr>
<td>Ave. exe. time (100 times)</td>
<td>35 s</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Fig. 10. The comparison of the measured and the predicted torque with the given excitation trajectory using a low pass filter. The blue-solid lines are the measured torques, the red-dashed lines are the predicted torques, and green-dash-dot lines are the torque errors. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
trajectory used for dynamic parameter identification. The proposed excitation trajectories also are zero or close to zero at the start and end points. The dynamic parameters of a 6 DOF Staubli TX-90 robot were accurately identified with respect to the proposed excitation trajectory. After discarding the dynamic parameters with a large RSD, we keep 29 essential dynamic parameters to describe the dynamic model of the Staubli TX-90 robot. To validate the reliability of the dynamic parameters, we ran the robot with new trajectories, which were not used in the parameter estimation, and compared the measured and the predicted torques. RMS errors were small, with magnitude similar to those reported by other recent researchers. The execution time and accuracy of the each optimization was compared to popular existing methods. The computation time for the proposed objective function is an order of magnitude less than the two popular objective functions while returning accurate estimated parameters.
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Table 8

RMS errors of the torque prediction for Jf, Jg, and Jj.

<table>
<thead>
<tr>
<th>Joint #</th>
<th>Jf (N·m)</th>
<th>Jg (N·m)</th>
<th>Jj (N·m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint 1</td>
<td>8.76</td>
<td>5.88</td>
<td>8.11</td>
</tr>
<tr>
<td>Joint 2</td>
<td>7.35</td>
<td>9.36</td>
<td>7.66</td>
</tr>
<tr>
<td>Joint 3</td>
<td>3.62</td>
<td>3.26</td>
<td>5.83</td>
</tr>
<tr>
<td>Joint 4</td>
<td>2.20</td>
<td>1.87</td>
<td>2.57</td>
</tr>
<tr>
<td>Joint 5</td>
<td>1.44</td>
<td>2.24</td>
<td>3.09</td>
</tr>
<tr>
<td>Joint 6</td>
<td>1.32</td>
<td>1.13</td>
<td>1.18</td>
</tr>
<tr>
<td>Sum</td>
<td>24.7</td>
<td>23.7</td>
<td>28.46</td>
</tr>
</tbody>
</table>