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The phenomenon of mode-mixing caused by intermittence signals is an annoying problem in Empirical Mode Decomposition (EMD) method. The noise assisted method of Ensemble EMD (EEMD) has not only effectively resolved this problem but also generated a new one, which tolerates the residue noise in the signal reconstruction. Of course, the relative magnitude of the residue noise could be reduced with large enough ensemble, it would be too time consuming to implement. An improved algorithm of noise enhanced data analysis method is suggested in this paper. In this approach, the residue of added white noises can be extracted from the mixtures of data and white noises via pairs of complementary ensemble IMFs with positive and negative added white noises. Though this new approach yields IMF with the similar RMS noise as EEMD, it effectively eliminated residue noise in the IMFs. Numerical experiments were conducted to demonstrate the new approach and also illustrate the problems of mode splitting and translation.
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1. Introduction

The Empirical Mode Decomposition (EMD) [Huang et al. (1998)] is an adaptive time–frequency data analysis method designed for nonlinear and nonstationary signal analysis. When applied to a uniformly distributed white noise signal, EMD was proved to be a dyadic filter bank [Flandrin et al. (2004); Wu and Huang (2004)]. As it is, EMD has been used for a wide variety of applications covering engineering, sciences and even financial data. There is, however, a serious drawback in the EMD as originally proposed: the mode mixing problem, where widely disparate
scales could appear in one Intrinsic Mode Function (IMF) component. Or, from a different view, the consequence is to have a coherent signal fragmented with the separated parts appear in more than one IMF component.

To deal with the mode mixing problem, a subjective intermittence test algorithms had been proposed by Huang et al. [1999]. The shortcomings for this approach had been discussed in great detail by Wu and Huang [2009], when they proposed the Ensemble EMD (EEMD), which essentially resolved the mode mixing problem associated with EMD through the help of added noises. Adding noise to the signal to be analyzed is not new. Gledhill [2003] first employed noise to investigate the effect of adding noise as a tool for checking stability of EMD. He made a critical assumption, that the true decomposition is a result from the original data without any added noise. In contrast to this view, Wu and Huang [2009] proposed that the true decomposition should be the limit when the number of ensemble approaches infinity. Undoubtedly, EEMD is a breakthrough in the development of EMD algorithm and it works well to enhance the stability of EMD algorithm remarkably. Practicality, however, limited the number that one could employ in the ensemble; therefore, the resulting IMFs derived from EEMD would inevitably be contaminated by the added noise especially when the number of ensemble was relatively low. This is especially true in the reconstruction of the signal from the IMF components. In this paper, we proposed a novel noise enhanced algorithm to improve the efficiency of the original noise assisted algorithm of EEMD by using each noise in pairs with plus and minus signs. Contrary to the requirement of EEMD, which calls for independent and identically distributed (IID) noise, the present paired noises are perfectly anti-correlated. The advantage for this new approach, however, is to have an exact cancellation of the residual noise in the reconstruction of the signal. We designate this new approach as the Complementary EEMD (CEEMD). As the perfectly correlated noise would not directly contribute to the reduction of RMS statistics, one would still need the same number of ensemble to achieve the desired tolerable level of RMS noise in the decomposed results. The rest of this paper is organized as follows. Section 2 gives the CEEMD algorithm, which is followed by numerical experiments to check the efficiency of the new approach plus an application on the blood pressure data in Sec. 3; the conclusion and discussion will be given in the final section.

2. CEEMD Algorithm

2.1. EMD algorithm

Empirical Mode Decomposition (EMD) is an adaptive method to remove oscillation successively through repeated subtraction of the envelope means. For a signal \( x(t) \), the EMD algorithm consisted of the following steps:

1. Connecting the sequential local maxima (respective minima) to derive the upper (respective lower) envelop using cubic spline.
(2) Derive the median of envelope, \( m(t) \), by averaging the upper and lower envelopes.

(3) Extract the temporary local oscillation \( h(t) = x(t) - m(t) \).

(4) Repeat Steps (1)–(3) on the temporary local oscillation \( h(t) \) until \( m(t) \) is close to zero. Then, \( h(t) \) is an IMF noted as \( c(t) \).

(5) Compute the residue \( r(t) = x(t) - c(t) \).

(6) Repeat steps from (1) to (5) using \( r(t) \) for \( x(t) \) to generate the next IMF and residue.

Therefore, the original signal \( x(t) \) can be reconstructed by the following formula:

\[
x(t) = \sum_{i=1}^{n} c_i(t) + r_n(t)
\]

where \( c_i(t) \) is the \( i \)th IMF (i.e. local oscillation) and \( r_n(t) \) is the \( n \)th residue (i.e. local trend).

As the algorithm use all the local extrema to construct the envelopes, the mode mixing would be inevitable when the signal contains intermittent processes. As discussed by Wu and Huang [2009], the intermittence would cause the resulting true physical processes to be obscured by the fragmentation of a given signal.

2.2. The noise assisted method of EEMD

EEMD is a marked milestone in the development of EMD algorithm. Proposed by Wu and Huang [2009], they utilized the fact that the white noise could provide a uniformly distributed scale in the time–frequency space. The intrinsic oscillations in the signal with different scales would automatically associate with the similar scales of reference gridings provided by white noise. Therefore, the intrinsic local oscillations can be filtered adaptively to proper scales via the natural filter bank of EMD associated with the added uniformly distributed white noise. The problem of mode-mixing problem is solved through this elegant use of noise.

The residue of added white noises should decrease following the well-established statistical rule,

\[
\varepsilon_n = \frac{\varepsilon}{\sqrt{N}}
\]

where \( N \) is the number of trials used to derive the ensemble IMFs, \( \varepsilon \) is the RMS amplitude of added noises, and \( \varepsilon_n \) is the final standard deviation of error, which is defined as the difference between the original data and the reconstructed data via the ensemble IMFs and the final residue by EEMD.

Here, a numerical simulation was used to illustrate the mode-mixing problem caused by intermittent processes. In this experiment, the simulated signal contains three sinusoid waves having different initial phases, amplitudes and frequencies and an intermittent signal. The main components of the simulated signal are given as:

\[
x(t) = \sin \left( 2\pi 10t + \frac{\pi}{2} \right) + 0.2 \sin \left( 2\pi 4t + \frac{\pi}{3} \right) + 0.1 \sin \left( 2\pi t - \frac{\pi}{4} \right)
\]
In addition, the intermittent sections of stochastic signal with zero-mean and appear in different time points. The sinusoid waves and intermittent turbulence of the simulated signals are shown in Fig. 1. The simulated signal was decomposed by EMD with the results shown in Fig. 2. Clearly, many parts of IMF 1 were replaced by the intermittent signal. The replaced parts of IMF 1 are shifted to IMF 2 resulting in the phenomenon of mode-mixing in the second and all the following IMFs. This result illustrated the mode-mixing problem caused by intermittent turbulences as discussed in detail by Wu and Huang [2009].

The same simulated signal decomposed by EEMD, with 1000 ensemble members and the RMS noise similar to that of first intermittent signal, resulted in the IMFs as shown in Fig. 3. There, IMF 1 shows the mixture of the intermittent signals contaminated to certain degree by the added noise; IMFs 2–4 recovered the sinusoidal waves as the original constituting the components of the simulated signal. This result proved the efficiency of EEMD for solving the mode-mixing problem. The residue of added white noise can be determined by the difference between the original and the reconstructed signals. The reconstructed signal is the sum of all IMFs and the final residue in EEMD. Now, we will introduce the new CEEMD.

2.3. A novel noise enhanced method of CEEMD

In the new CEEMD, white noise is added in pairs to the original data (i.e. one positive and one negative) to generate two sets of ensemble IMFs. Therefore, we can derive two mixtures composed of the original data and added noise by

\[
\begin{bmatrix}
M_1 \\
M_2
\end{bmatrix} = 
\begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix}
\begin{bmatrix}
S \\
N
\end{bmatrix}
\]
where $S$ is the original data; $N$ is the added white noise; $M_1$ is the sum of the original data with positive noise, and $M_2$ is the sum of the original data with the negative noise.

Then, the ensemble IMFs obtained from those positive mixtures contribute to a set of IMFs with positive residues of added white noises. Similarly, the ensemble IMFs obtained from those negative mixtures contribute to another set of ensemble IMFs with negative residue of added white noises. Thus, the final IMF is the ensemble of both the IMFs with positive and negative noises.

Figure 4 shows the IMFs decomposed from the simulated signal using 20 pairs of added white noises. Through CEEMD we also obtained four IMFs, which are all similar to those produced by EEMD. Again, IMF 1 shows the mixture of intermittent signal and some residue of the white noises added; IMFs 2–4 are the components of sinusoid waves of the simulated signal. Visual comparison of the results from EEMD
and CEEMD shows no significant difference. However, there is a significant difference between the reconstructed signals via the IMFs and the original signal. The final residue derived from EEMD and CEEMD defined as the difference between the original and the reconstructed signals is very different and is shown in Fig. 5. While the residue from EEMD has an average amplitude around 0.03, the corresponding residue from CEEMD has an average amplitude close to 0 (of the order
of $10^{-15}$). Such an error could be very well attributed to the numerical error generated in the calculation. Thus, CEEMD can improve the results of decomposition by eliminating the residue of added white noise.

### 2.4. Advantages of CEEMD

Comparing results from CEEMD with those of EEMD, we can conclude that there might be a computational time saving if the reconstruction of the final result is a concern, because the paired noises could effectively reduce the final white noise residue. As the proof of this advantage of CEEMD, we have conducted a numerical experiment. In this numerical experiment, different numbers (from $10^{0.2}$ to $10^{4}$) of added white noises were used to evaluate the residue of added white noises expressed in term of percentage. The results of our experiment, shown in Fig. 6, indicate that for EEMD the residue depends on the members in the ensemble as expected. In contrast with EEMD, CEEMD can eliminate the residue of added white noises totally no matter how many noises were used.

Other than the elimination of the final residue noise, the performances of the EEMD and CEEMD are comparable in terms of RMS errors for each IMF. Table 1 summarizes the results of mean squared errors of every dominant components and the residue of added white noises in this test. Of course, a large value of mean squared error indicates a significant difference between the decomposed and the original components, and hence a poor performance of decomposition. According to the results shown in Table 1, EEMD and CEEMD have similar performances in the decomposition of single component when the same number of white noise was used.
Fig. 6. The correlation between numbers and residues of added white noises in EEMD and CEEMD.

Table 1. The residue of added white noises and the percentage mean square errors (PMSE) between the original components/their corresponding IMFs by EEMD and CEEMD using different numbers of added white noises.

<table>
<thead>
<tr>
<th>Number of added white noises</th>
<th>PMSE of component 1 (%)</th>
<th>PMSE of component 2 (%)</th>
<th>Residue of added white noises (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EEMD</td>
<td>CEEMD</td>
<td>EEMD</td>
</tr>
<tr>
<td>40</td>
<td>2.08</td>
<td>1.89</td>
<td>19.78</td>
</tr>
<tr>
<td>80</td>
<td>1.83</td>
<td>1.67</td>
<td>19.56</td>
</tr>
<tr>
<td>160</td>
<td>1.69</td>
<td>1.60</td>
<td>19.13</td>
</tr>
<tr>
<td>320</td>
<td>1.62</td>
<td>1.58</td>
<td>18.59</td>
</tr>
<tr>
<td>640</td>
<td>1.57</td>
<td>1.56</td>
<td>18.88</td>
</tr>
<tr>
<td>1280</td>
<td>1.54</td>
<td>1.57</td>
<td>18.48</td>
</tr>
<tr>
<td>2560</td>
<td>1.55</td>
<td>1.56</td>
<td>18.52</td>
</tr>
</tbody>
</table>

Note: The residue of added white noise is shown as the ratio between energy densities of the residue and the added white noise. The mean square error is shown as percentage correlated to mean square energy of the component. The number of added white noises used in CEEMD is a half of that used in EEMD to take comparisons using the same scale of calculations.

3. A Study of the Effects of Intrinsic Noise

By now, it is well established that, in EEMD and the newly proposed CEEMD, added noise could help us to extract useful information from a data. Left unexplored is the effect of intrinsic noise, the noise contained in the data. As the intrinsic noise
could not be removed by EEMD or CEEMD, the question of how the pre-existing noise interacts with the added noise begs detailed investigation. This is a complicate problem requiring extensive studies. Here, we will only make a limited trial in two numerical experiments to highlight the problem, but not the solution. The limited goal here is to investigate the correlations among intrinsic noise, added noise and dominant components of signal. Here, the dominant components are designed to be the main information containing part of the signal. The test signals consist of the known dominant component and added intrinsic noise. To control the energy level of the intrinsic noise, it is the simulated with a pre-determined S/N ratio to the total energy of signal contributed by dominant components. To measure the performance of CEEMD, we use the coherence between the original dominant components and their corresponding IMFs.

3.1. Test data for numerical experiments

In this study, two different types of signals were used: one simulated mixed regular sinusoidal signal and another from a biomedical experiment.

3.1.1. Determining the dominant components from a biomedical experiment

Monte Carlo verification is an efficient method used to determine the characteristics of IMFs according to the distribution of energy densities and their corresponding average periods. In the study of the characteristics of white noise, Wu and Huang (2004) explored the relationship between the energy density and the average period by the Monte Carlo test. They proposed a method to test the information content of a data set relative to the unknown noise level. This significant test method provides the criterion for determining which IMFs from a noisy data set contain statistically significant information, and which IMFs are purely noise. Here, we will follow the same approach. In this Monte Carlo verification, two parameters, energy density and its corresponding averaged period, were defined to characterize the targeted IMF. As suggested by Wu and Huang [2009], the energy density and average period are calculated by the following equations:

$$E_n = \frac{1}{N} \sum_{j=1}^{N} [C_n(j)]^2$$

$$\bar{T}_n = \left( \int S_{ln_T,n} d\ln T \right)^{\frac{1}{2}}$$

where $E_n$ is the energy density of the $n$th IMF; $S_{ln_T,n}$ is the Fourier spectrum of the $n$th IMF as a function of $\ln T$; $T$ is period, and $\bar{T}_n$ is the averaged period of the $n$th IMF.

In a separate study by Flandrin et al. [2004] of fractal Gaussian noise (fGn) using EMD, the distribution plot of energy densities versus their corresponding averaged
periods resulted in straight lines with the slope reflecting the fractal property of \( f_G \).

However, the distribution of energy densities versus their corresponding average periods for the IMFs decomposed from our experimental signal indicates that the signal contains many statistically significant components according to the significant test proposed by Wu and Huang [2009]. In this study, a pig’s blood pressure signal in a biomedical experiment is studied. The original data were decomposed through CEEMD as shown in Fig. 7. Then, we calculated the energy densities and average periods of IMFs and plotted the distribution of energy density versus their corresponding average periods as shown in Fig. 8. The energy density/averaged period plot for the first three IMFs presents a distribution similar to a straight line similar to the result from white noise as shown in the same figure. Therefore, these three IMFs were identified as the noisy components according to Wu and Huang [2009]. IMFs 4–8, however, are way above the significant limit for white noise; therefore, they are identified as the dominant components of signal. Of all the significant components, IMFs 4–7 are periodic mode functions that contribute

Fig. 7. The first 8 IMFs decomposed from a pig’s blood pressure by CEEMD using 20 added white noises.
Fig. 8. Illustration of Monte Carlo verification. In this presentation, the distribution of energy densities versus their corresponding averaged periods for the first 8 IMFs decomposed from a pig’s blood pressure noted as italic IMF 1–IMF 8. The straight line and the points noted as IMF 1(w)–IMF 9(w) present the distributions of the first 9 IMFs for 2000 simulated white noises.

To the main waveform of a blood pressure signal, IMF 8 presents a related long-term component compared with the period of cardiac cycle. Therefore, the main waveform of the pig’s blood pressure can be reconstructed via IMFs 4–7, which is used as our dominant signal in the numerical test with controlled noise as follows.

To separate signal and noise strictly, the sum of IMFs 4–7 were smoothed by median filters to eliminate any fluctuations riding on themselves from the EEMD operation. Hence, the smoothed dominant components of a pig’s blood pressure were used as the test signal of the numerical experiment. Furthermore, we simulated the natural noisy components using a stochastic time series with pre-determined energy scale. This simulated noisy component is treated as intrinsic noise, which is different from the added noise used in EEMD or CEEMD. To determine the energy scale of intrinsic noise, signal/noise (S/N) ratio between energy densities of main waveform (i.e. mixture of the dominant components) and intrinsic noise was calculated. S/N ratio between main waveform and intrinsic noise of the pig’s blood pressure is 194.36 (i.e. the total energy density of dominant components is 194.36 times of that of noisy components). Thus, we determined energy scale of intrinsic noise for the simulated signals is in a range of S/N ratio from 2 to 5000 (i.e. from 6 to 74 dB) including the S/N ratio of the experimental signal (i.e. a pig’s blood pressure).
3.1.2. Test data of simulated nonstationary sine waves

The dominant components used in this numerical experiment were simulated using sinusoidal waves with varying amplitudes and instantaneous frequencies. These sine waves can be expressed as the following formulas (7):

\[ x_i = a \sin(\phi + \theta) \]
\[ a = a_0 + b_1 \sin(\phi_1 + w_1 t) \]
\[ \theta = \theta_0 + b_2 \sin(\phi_2 + w_2 t) \]

where \( x_i \) is the \( i \)th component of the simulated signal; \( a \) is the amplitude of the component and \( \theta \) is the instantaneous frequency of component; \( \phi \) is the initial phase angle of component; \( a_0, \theta_0, b_1, b_2, \phi_1, \phi_2, w_1, \) and \( w_2 \) are constants.

Basically, the simulated component is a sine wave with periodic amplitude and instantaneous frequency fluctuations. Amplitude \( a \) has a fixed value of \( a_0 \) and fluctuating range of \( b_1 \). Frequency of component also has a fixed value of \( \theta_0 \) and fluctuating range of \( b_2 \). \( \phi_1 \) and \( \phi_2 \) are initial phase angles of fluctuations for amplitude and frequency of component. \( w_1 \) and \( w_2 \) are angle speeds of fluctuations for amplitude and frequency of component. Values of all parameters of Eq. (7) for two simulated components are shown in Table 2. Time–frequency–amplitude distributions of two simulated components were derived from Hilbert transform. Time series and time–frequency–amplitude distributions are shown in Fig. 9.

3.2. The simulated signals with various intrinsic noises

Since IMFs decomposed by EMD had been proven to satisfy the condition of orthogonality, the energy density of the main waveform of material can be derived by superposition. Therefore, the energy density of main waveform is defined as the total energy density of these original dominant components. Then, intrinsic noises were simulated using the stochastic time series generated by the random number generator of MATLAB with pre-given energy scales, which induce the ratios between the energy densities of intrinsic noise and main waveform of signal. Signal/noise ratio is presented in logarithmic scale. Figure 10 shows the simulated signals of a pig’s blood pressure with different intrinsic noises.

3.3. Pearson’s correlation coefficient and weighted Pearson’s correlation coefficient

Pearson’s correlation coefficient (PCC) is often used to estimate the consistence between two signals. In this study, we used it to check consistence between the

<table>
<thead>
<tr>
<th>Parameters</th>
<th>( \phi )</th>
<th>( a_0 )</th>
<th>( b_1 )</th>
<th>( \phi_1 )</th>
<th>( w_1 )</th>
<th>( \theta_0 )</th>
<th>( b_2 )</th>
<th>( \phi_2 )</th>
<th>( w_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component 1</td>
<td>0.6</td>
<td>0.1</td>
<td>0.005</td>
<td>( \pi/2 )</td>
<td>0.5</td>
<td>0.05</td>
<td>3( \pi/2 )</td>
<td>1.67</td>
<td></td>
</tr>
<tr>
<td>Component 2</td>
<td>1.0</td>
<td>0.1</td>
<td>0.1</td>
<td>( \pi/12 )</td>
<td>0.2</td>
<td>0.1</td>
<td>( \pi/2 )</td>
<td>0.125</td>
<td></td>
</tr>
</tbody>
</table>
original component and its corresponding IMF derived by CEEMD. The corresponding IMF of a dominant component of a simulated signal is determined as the IMF performs the highest value of PCC to the dominant component. Moreover, the simulated signals also have several dominant components but not single component. Value of PCC just reflects the consistence between one component and its corresponding IMF. An overall consistence between all dominant components and their corresponding IMFs can be expressed by a weighted PCC. Weighting factors are
energy densities of dominant components. Thus, weighted PCC can be calculated by the following equation:

\[
P_o = \frac{\sum_{i=1}^{n} P_i \times E_i}{\sum_{i=1}^{n} E_i}
\]

(8)

where \( P_o \) is the overall PCC; \( P_i \) is the value of PCC between the \( i \)th dominant component and its corresponding IMF; \( E_i \) is the energy density of the \( i \)th dominant component.

4. Results Form the Numerical Experiments

In our numerical experiments, intrinsic noises were simulated using random time series with different energy scales. S/N ratio was used to identify the proportion of intrinsic noise to main waveform of the simulated signal. Simulated signals containing different intrinsic noises with S/N ratio from 2 to 5000 (i.e. 6–74 dB) were decomposed by CEEMD using added white noises with S/N ratio from 2 to 5000. Figures 11 and 12 show the results of weighted PCC in two numerical experiments. Both figures show the trenches with correlatively low values of weighted PCC in blue areas. As shown in Fig. 11, when the intrinsic noise is high (S/N ratio < 200) and added noise is smaller than intrinsic noise, weighted PCC would be low. It shows that a larger energy scale of added noise should be used in CEEMD for signals with large intrinsic noises. On contrast to CEEMD for signals with large intrinsic noise, no optimal energy scale of added noise could be found.
Fig. 11. Result of the first numerical experiment using the dominant components decomposed from a pig’s blood pressure. Values of weighted PCC between the dominant components and their corresponding IMFs are shown in colors. 

Figure 13 shows PCC values between the dominant components and their corresponding IMFs. Figures 13(a) & 13(d) shows the results for a simulated signal with low intrinsic noise energy scale (S/N ratio = 1259); Figs. 13(b) & 13(e) shows the results for a simulated signal with median intrinsic noise energy scale (S/N ratio = 50 dB); and Figs. 13(c) & 13(f) shows the results for a simulated signal with high intrinsic noise energy scale (S/N ratio = 79.43). There are two subplots for each simulated signal. Figure 13(b) shows the PCC values between the first component of the simulated signal with median intrinsic noise and its corresponding IMF and Fig. 13(e) shows those between the second component and its corresponding IMF.

According to results shown in these two subplots (i.e. Figs. 13(b) and 13(e)), IMF 2 has high PCC value with the first simulated component and IMF 3 has high PCC with the second simulated component with median intrinsic noise in CEEMD and the added white noises of S/N ratio > 79.43. It should be noted that this correspondence is not fixed for all the intrinsic noise or the added noise energy levels. If the simulated signal with median intrinsic noise is decomposed by CEEMD using added noise of S/N ratio = 17, IMF 2 corresponds to the first simulated component (PCC > 0.9) and both IMFs 3 & 4 correspond to the second component.
Fig. 12. Result of the second numerical experiment using two sinusoidal waves with modulating periods and amplitudes. Values of weighted PCC between the dominant components and their corresponding IMFs are shown in colors. x-axis shows S/N ratio between the dominant components of the simulated signal and the simulated intrinsic noise. y-axis shows S/N ratio between the dominant components of the simulated signal and the added noise used in CEEMD.

(PCC > 0.9). If the simulated signal with median intrinsic noise is decomposed by CEEMD using added noise of S/N ratio = 11, IMFs 2 & 3 correspond to the first component (PCC > 0.9) and IMF 4 corresponds to the second component (PCC close to 1). Moreover, when the simulated signal is decomposed by CEEMD using added noise with S/N ratio < 7.9, IMF 3 corresponds to the first component and IMF 4 corresponds to the second component. Thus, we found that a mode-translation phenomenon associates with the increase of energy scale of added noise in CEEMD. This is easy to understand, for as the added noise energy increases, it would overpower the signal and produce some artificial noise components without corresponding significant signal near the scale.

In addition to the mode-translation phenomenon, the leakage of the dyadic filter bank as discussed in Wu and Huang [2009] could also cause a single dominant component in the simulated signal to reside in 2 IMFs, or mode splitting. This leakage caused mode splitting becomes more severe when the energy level of the added noise is high, for the higher added noise in EEMD or CEEMD would cause more perturbations and hence there are more chances for mode splitting. As the added noise energy level changes, the leakage pattern would also change accordingly. Consequently, the mode splitting of a single signal into two components could
Fig. 13. PCC values between the dominant components and their corresponding IMFs in the second numerical experiment. (a, d) Results for a simulated signal with low energy scale of intrinsic noise (S/N ratio = around 1259, 62 dB). (b, e) Results for a simulated signal with median energy scale of intrinsic noise (S/N ratio = around 316.23, 50 dB). (c, f) Results for a simulated signal with high energy scale of intrinsic noise (S/N ratio = around 79.43, 38 dB).
happen at unpredictable locations. Fortunately, an orthogonal check could spot this mode splitting easily. The method to remedy this mode splitting is to add the two adjacent nonorthogonal IMF components to form a single one as suggested by Wu and Huang [2009].

In the calculation of weighted PCC, we consider that the dominant components have a relationship of one-to-one mapping to their corresponding IMFs. In fact, when an inappropriate added noise is used in CEEMD, low values of weighted PCC appear in the area that phenomena of mode-translation and leakage caused mode splitting to occur. These are the main causes for trenches of low weighted PCC values in Figs. 11 and 12.

Figure 14 shows the PCC values between the dominant components and their corresponding IMFs in the biomedical numerical experiment. Signal is simulated using dominant components from a pig’s blood pressure and median energy scale with S/N ratio of 316.23 (i.e. 50 dB). Similarly to results of the second numerical experiment, phenomenon of mode-translation also happens during the increasing of energy scale of added noise. Moreover, phenomenon of mode-translation happens within a wider range of energy scale of added noise, because the natural signal had a wider frequency band than the simulated sinusoidal signals.

To clarify the phenomena of mode-translation and leakage caused mode splitting, the simulated signal with intrinsic noise of S/N ratio of 316.23 (i.e. 50 dB) had been decomposed by CEEMD using three different energy scales of added noises. These three energy scales of added noises present three situations of before, during, and after mode-translation and leakage caused mode splitting as shown in Fig. 15. In this illustration, Fig. 15(a) shows the simulated signals associating with two dominant components and intrinsic noise, and Figs. 15(b)–15(d) show IMFs 1–4 decomposed by CEEMD using added noise with different energy scales of S/N ratio around 126, 50 and 12.59 (i.e. 42, 34 and 22 dB). When added noise with energy scale of S/N = 126 (i.e. 42 dB) is used in CEEMD, it is clear that IMF 2 is the corresponding IMF for the simulated component 1 and IMF 3 for component 2. When the energy scale of added noise raises the S/N ratio to 50 (i.e. 34 dB), IMF 2 also is the corresponding IMF for component 1 as shown in Fig. 15(b), but IMFs 3 and 4 both have the similar time scale (albeit with different energy densities) to component 2 as shown in Fig. 15(c). As the added noise energy level raises, IMF 4 gradually becomes the only corresponding IMF for component 2 as shown in Fig. 15(d). But under this condition, IMFs 2 and 3 both have the same time scale as the first simulated component. All this happened without a firm rule to determine when this mode splitting would occur. Therefore, it is not possible to select the correct added energy level to implement either EEMD or CEEMD. The remedy is to check orthogonality index diligently to spot the splitting and re-combine them a posteriori, if any two adjacent IMF components are grossly nonorthogonal.

Alternatively, as shown in the case studied here with the simulated signal consisted of intrinsic noise energy scale of S/N = 316.23 (i.e. 50 dB), we can implement an extensive test of the parameter space for the added noise and look for the
Fig. 14. PCC values between the dominant components and their corresponding IMFs in the first numerical experiment. Signal is simulated using median energy scale of intrinsic noise (S/N ratio = around 316.23, 50 dB). (a) The PCC values between the first component and its corresponding IMF (IMF 3 or 4). (b) The PCC values between the second component and its corresponding IMF (IMF 4 or 5). (c) The PCC values between the third component and its corresponding IMF (IMF 5 or 6).

optimal. As shown in Fig. 15(b), energy scale S/N = 126 (i.e. 42 dB) of added noise results in better performance (value of weighted PCC is higher) than the other two approaches using energy scale with S/N = 50 and 12.59 (i.e. 34 and 22 dB). It shows that an appropriate energy scale of added noise could improve performance of CEEMD in dominant decomposition. This approach is too time-consuming to be used routinely; consequently, this is not the approach we would recommend. There, however, is a general rule: high energy level of added noise usually causes deterioration of the high-frequency component and its corresponding IMF.
The above examples clearly indicate that the interactions between added white noises and real-world signals are complicated. As real signal may contain many dominant components with different energy densities and intrinsic frequency bands, it would be hard, if not possible, to determine an appropriate energy scale of added noise for general cases of CEEMD. Our experience suggests that an energy level of added noise similar to the intrinsic noise of signal is the best trial for CEEMD.

5. Discussions and Conclusion

A complementary process using both positive and negative white noise is proposed to enhance processing efficiency of EEMD. According to our numerical simulations, the residue of added white noises is completely removed in CEEMD. Therefore, if the goal is to keep the noise in the reconstructed signal, CEEMD should be the
preferred method. Our computation, however, reveals that the RMS noise level is comparable for EEEMD and CEEMD. As the CEEMD could reduce the resiude noise, and it would not cause more computation time, we would recommend CEEMD as the standard form of EEEMD.

We have also conducted a simple numerical experiment to illustrate the effect of intrinsic noise in EEEMD or CEEMD decomposition. Our experiments revealed the phenomena of mode translation (new IMF would be generated with increasing added white noise level) and leakage induced mode splitting (a significant signal resides in more than one IMF). Both of these phenomena could occur at unpredictable combinations of intrinsic noise and added noise in data analysis. Furthermore, it is also impossible to predict when and at which IMFs the phenomena would happen. Although an exhaustive search could determine the optimal added white noise level for a specific problem, this approach is not practical because it is too time consuming. The recommended method is to conduct orthogonality test diligently and recombine the adjacent nonorthogonal components into one. Based on our experience, we have reached the following general rules in EEEMD and CEEMD:

(1) Higher added noise in EEEMD could cause the high frequency component to be masked, if the number of ensemble is not large enough.
(2) Higher added noise level could also cause a more severe mode splitting from the leakage.
(3) Based on these observations, we recommend that the energy level of the added noise should be keep at the level of the intrinsic noise, if the level is known. Otherwise, try not to use the added noise level with RMS value more than 20\% of the signal.
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