Abstract

Model-checking algorithms for Continuous Stochastic Logic (C\textsc{sl}) properties have been introduced to facilitate the verification of stochastic systems against a variety of formally-defined performance indices.

In this paper, we consider the application of C\textsc{sl} model-checking methods and tools to Stochastic Well-formed Nets (SWN), a colored extension of Stochastic Petri Nets (SPN). Our approach is to connect an existing tool for the description and performance analysis of SWN, called G\textsc{reat}SPN, to two model-checking tools for C\textsc{sl} properties, namely P\textsc{ris}m and M\textsc{rmc}. We illustrate our approach using a simple example of resource usage. As a by-product of the implementation of the model translation from G\textsc{reat}SPN to P\textsc{ris}m, a method for unfolding SWN models into SPN models has been implemented, as a stand-alone, re-usable component.

1. Introduction

Model checking [8] is a verification method which establishes automatically whether a formal description of a system satisfies a property. Examples of properties which can be verified by model checking are absence of deadlock or reachability of error states. Typically, the system is described in terms of high-level languages such as Petri nets or process algebras, whereas the property to be verified is specified in terms of a temporal logic.

Systems which exhibit non-trivial probabilistic or stochastic behavior are modelled more appropriately using formalisms such as stochastic Petri nets [21] or stochastic process algebra [17, 15], the underlying semantics of which take the form of Markov chains. Model-checking algorithms for continuous-time Markov chains (CTMCs) have been developed, where the property to be verified is described in terms of Continuous Stochastic Logic (C\textsc{sl}) [2, 3]. The logic C\textsc{sl} provides a formal way to describe potentially complex properties reasoning about both the functional behavior and the performance of a stochastic system. It includes a steady-state operator, which can refer to the probabilities of the system being in certain states in equilibrium, and a probabilistic operator, which can refer to the probability with which a certain (possibly timed) property is satisfied, such as “does the system reach an error state within 5 minutes with probability greater than 0.01?” The model-checking tools ETMCC [16], its successor M\textsc{rmc} [19], and P\textsc{ris}m [20, 24], have been used to analyze C\textsc{sl} properties of stochastic systems in application areas such as fault-tolerant systems, manufacturing systems and biological processes.

In this paper, we focus on the use of C\textsc{sl} model-checking tools for the verification of systems described using Stochastic Well-formed Nets [7] (SWN). SWN are a colored extension of Generalized Stochastic Petri Nets [1] (G\textsc{spn}), and have two main advantages over G\textsc{spn}. Firstly, SWN allow us to define models that are parametric in the “structure” of the system: for example, a G\textsc{spn} model of a system in which a pool of servers visit a set of stations in a given order is parametric in the number of servers, in the number of clients at each station, but not in the number of stations, whereas in an SWN model a color can be used to distinguish the stations, without the need of replicating station subnets. The second advantage of SWN is related to the solution process: if the color is used to represent a symmetric behavior of the system, this symmetric behavior can be exploited to build a “compact” state space, thus enlarging the size of systems that can be solved. Despite the appealing characteristics of SWN, and the availability of an associated tool (G\textsc{reat}SPN [4, 23] of the University of Torino and the University of Paris 6), SWN modelling is not widespread. One reason for this is the limited support available to validate an SWN model (for example, structural analysis, such as P- and T- invariant computation, is not available for SWN models).

In order to (partially) address this problem, model-checking techniques have been used previously to provide support for the validation of SWN models: in [13],...
an extension of GREATSPN that allows the use of the PROD tool [25] (a reachability graph analyzer defined for predicate-transition nets) to model check an SWN net against a number of temporal logic properties is presented. However, this approach considers only functional properties of the system, such as “can the system reach an error state”, rather than performance indices, and hence is only partially adequate when considering analysis of stochastic formalisms such as SWN. In this paper, we extend the work of [13], and our work on CSL model checking of stochastic Petri nets [12], by considering CSL model checking of SWN. Following our work in [12], we have not built a new CSL model checker, but we have provided a CSL model-checking facility for SWN nets in GREATSPN by linking GREATSPN to MRMC and PRISM. These links take the form of programs which translate SWN from the format used in GREATSPN to the (different) input languages of PRISM and MRMC.

We have preferred to consider two “stand-alone” model checkers because they have been built and are maintained by researchers in the specific field of stochastic modelling and verification, and are constantly updated to reflect recent research results. Moreover, although neither tool is based on Petri nets, we considered that they would not be difficult to connect with the GREATSPN modules for SWN, given that there is already some reported experience in interfacing these tools with other tools (ETMCC, the precursor of MRMC, has been interfaced with the Petri net tool DaNAMIcs [11] and the process algebra tool TIPP [14], while PRISM has been interfaced with the PEPA process algebra [17]). We observe that this choice is based on re-use, and it has the significant advantage of being able to profit of all future developments of MRMC and PRISM. However, on the other hand, there is the drawback of not being able to exploit all the peculiarities and properties of nets in the model checking algorithm, as it would have been the case if an ad-hoc solution had been devised.

Note that, as a by-product of the translation from GREATSPN models to PRISM models, we have implemented a method for unfolding SWN nets to GSPN nets within GREATSPN, which can be used in other contexts aside from CSL model checking.

Another contribution of this paper is the consideration of the way in which meaningful CSL properties of SWN may be specified. In particular, we concentrate on the way in which “atomic propositions”, which are used in model checking to identify portions of the state space of interest (for example, error states or goal states), can be described. Note that, for SWN, this task is not always straightforward, as the model-checking tool user may need to refer to complex expressions including net places, transitions, and colored tokens, to identify the required part of the state space.

In this paper we concentrate on SWN and on the GREATSPN tool, but there are other colored extensions of stochastic Petri nets with associated tools. The tool APNN has a built-in CSL model checker [5] which works on the colored GSPN class defined in APNN; however, we were unfortunately not able to use APNN extensively due to lack of documentation. A notion of colors based on replication is present in SAN nets in UltraSAN [10] and Möbius [9]. There are plans to add a CSL model checker to the latter.

The paper is organized as follows: Section 2 recalls the definitions of CSL, GSPN, and SWN, and presents our running example. Section 3 discusses CSL model-checking of SWN, in particular with respect to the choice of the set of atomic propositions. Section 4 describes linking GREATSPN to PRISM and to MRMC with the help of the running example. Section 5 concludes the paper.

2. Background

In this section, we summarize the temporal logic CSL and the formalisms GSPN and SWN, together with an associated running example of a central server system.

CSL model checking. Let \( AP \) be a set of atomic propositions, and let \( \mathbb{R}_{\geq 0} \) be the set of non-negative real numbers. The syntax of CSL [2, 3] is defined as follows:

\[
\Phi ::= a \mid \Phi \land \Phi \mid \neg \Phi \mid \mathcal{B}_{=\lambda}(X^I\Phi) \mid \mathcal{B}_{\geq \lambda}(\Phi U^I\Phi) \mid \mathcal{S}_{=\lambda}(\Phi)
\]

where \( a \in AP \) is an atomic proposition, \( I \subseteq \mathbb{R}_{\geq 0} \) is a nonempty interval, interpreted as a time interval, \( \{<, \leq, \geq, >\} \) is a comparison operator, and \( \lambda \in [0, 1] \) is interpreted as a probability. Formulae of CSL are evaluated over continuous-time Markov chains (CTMCs), each state of which is labelled with the subset of atomic propositions \( AP \) that hold true in that state.

The logic CSL can be divided into state formulae, which are true or false in a state, and path formulae, which are interpreted as being true or false for a path of the system (where a path is a sequence of transitions which represents a computation of the CTMC). The interpretation of the state formulae is as follows: a state \( s \) satisfies the atomic proposition \( a \) if \( s \) is labelled with \( a \), the operators \( \land \) and \( \neg \) have the usual interpretation, while \( \mathcal{S}_{=\lambda}(\Phi) \) is true in \( s \) if, assuming \( s \) as initial state, the sum of the steady state probabilities of the states that satisfy \( \Phi \) is \( >\lambda \). For a path formula \( \varphi \in \{X^I\Phi, \Phi_1 U^I\Phi_2\} \), the state formula \( \mathcal{P}_{=\lambda}(\varphi) \) is true in \( s \) if the probability of the paths leaving \( s \) which satisfy \( \varphi \) is \( >\lambda \). We say that \( \mathcal{P}_{=\lambda}(\varphi) \) is a probabilistic formula, whereas \( \mathcal{S}_{=\lambda}(\Phi) \) is a steady-state formula.

The interpretation of the path formulae \( X^I\Phi \) and \( \Phi_1 U^I\Phi_2 \) is as follows. The Next formula \( X^I\Phi \) is true for a path if the state reached after the first transition along the path satisfies \( \Phi \), and the duration of this transition lies in the interval \( [0, I] \).
interval \( I \). The Until formula \( \Phi_1 U \Phi_2 \) is true along a path if \( \Phi_2 \) is true at some state along the path, possibly also the initial state of the path under consideration, the time elapsed before reaching this state lies in \( I \), and \( \Phi_1 \) is true along the path until that state. The formal semantics of CSL can be found in [3]. The usual abbreviations for propositional temporal logic will be used throughout the paper; for example, \( F^1 \Phi \equiv \text{true} U^1 \Phi, \quad P_{\leq \lambda}(G^1 \Phi) \equiv P_{\leq 1} \chi(F^1 \Phi) \).

Model checking a CTMC against a CSL formula \( \Phi \) consists of computing the set of states \( \text{Sat}(\Phi) \) such that \( s \in \text{Sat}(\Phi) \) if and only if \( \Phi \) is true in \( s \). The set \( \text{Sat}(\Phi) \) is constructed by computing recursively the sets of states satisfying the sub-formulas of \( \Phi \). When probability bounds are present in the CSL formula \((P_{\leq 1}, P_{\geq 1})\), the model-checking algorithm requires the computation of transient or steady-state probabilities of the original CTMC as well as, depending on the formula, a number of additional CTMCs built through manipulation of the original one: see [3] for more details.

**GSPN and SWN.** A Stochastic Petri Net [21] (SPN) is a tuple \( S = (P, T, I, O, W, m_0) \), where \( P \) is the set of places, \( T \) is the set of transitions, \( I, O : P \rightarrow T \rightarrow 2^W \) define the input and output arcs with associated multiplicities, \( W : T \rightarrow \mathbb{R}_{\geq 0} \) defines the rate of the exponential distributions associated to transitions, and \( m_0 : P \rightarrow \mathbb{N} \) describes the initial marking. It is well-known that the stochastic process underlying an SPN is a CTMC which is isomorphic to the reachability graph (RG) of the SPN built disregarding the timing aspects. Generalized SPN (GSPN) [1] are an extension of SPN in which the set \( T \) is split into immediate and stochastic transitions. Immediate transitions fire in zero time, with priority over timed ones, and conflicts are resolved probabilistically. As a consequence the RG includes also some vanishing states in which zero time elapses. We distinguish the RG from the Tangible RG (TRG) in which only tangible (non-vanishing) states are preserved. The stochastic process associated to a GSPN is a semi-Markov process from which a CTMC can be produced considering only the tangible states. Figure 1, in its right-most path, describes the solution process of a GSPN, in particular that followed by GREATSPN: the Reachability Graph is built first, and each arc is labelled with the name of the transition that causes that change of state; then the vanishing states are eliminated, thus creating the Tangible Reachability Graph, in which each arc is labelled with either the name of a timed transition or of a timed followed by a sequence of immediates. The CTMC is then built using the TRG and the rates and probabilities associated to the transitions of the net.

Stochastic Well-formed Nets [7] are a colored extension of GSPN. The peculiarity of SWN is that the color domain of places is built as the Cartesian product of a limited number of basic color classes, and that functions on arcs are expressed as linear combination of a few basic functions (projection to select an element, sum function to select the whole color class). We do not provide a formal definition of SWN in this context, due to space reasons, but we recall the main points by using an example.

The net of Figure 2 shows an SWN model of a simple computing system: there is a central server, modelled by place \text{loc} and transition \text{tloc}, at which there are initially \( N \) jobs.

Once the computation local to the central server terminates, a job chooses one of the peripheral devices, and a request for that device is put in place \text{wait}. Different devices are modelled as different colors of the color class \( D \). Hence \( D = \{d_1, d_2, \ldots, d_k\} \) indicates that there are \( K \) different devices. A device \( d \) can be in one of the following states: available (one token of color \( d \) in place \text{av}), being used by a job (one token of color \( d \) in place \text{srv}), and unavailable (one token of color \( d \) in place \text{unav}). The choice of a device by a job is modelled by the single server transition \text{tloc} that, due to the free variable \( x \) associated to the arc out of \text{tloc}, puts in place \text{wait} a token of color \( d \), randomly chosen with equal probability.
probability amongst all \( K \) colors of the color class \( D \).

A function \( \lambda \), such as the one on the arc from wait to srv, is called a projection function and evaluates to one of the elements of \( D \): if in a marking there is a token in place \( \text{loc} \) then there are \( K \) instances of transition \( \text{loc} \) enabled, one per each possible color assignment to \( x \).

Transition \( \text{s}_\text{srv} \) can fire for an assignment to variable \( x \) of color \( d \) only if there is at least one token of color \( d \) in place \( \text{wait} \) and at least one token of color \( d \) in place \( \text{av} \). The firing of \( \text{s}_\text{srv} \) for \( x = d \) puts a token of the same color in \( \text{srv} \). Observe that, once the device has provided the required service, transition \( \text{e}_\text{srv} \) fires, and puts an uncolored token (the job) back to the server place \( \text{loc} \), and a colored \( d \) token (the device) into place \( \text{un}_\text{av} \). Place \( \text{un}_\text{av} \) models some reset time of the device (a period in which the device is unavailable). We assume that all devices have the same speed and that each device can work on a single job at a time (the service policy of transition \( \text{s}_\text{srv} \) and \( \text{e}_\text{srv} \) is “single server per color”).

The other basic function of SWN is the constant function \( S \): if we change the function on the arc out of \( \text{loc} \) to \( \{ \} \), then each firing of \( \text{loc} \) adds \( K \) tokens to place \( \text{wait} \), one token per color in \( D \), thus representing a fork of a job into \( K \) threads, one per device. If the function \( \{ \} \) is associated also to the arc from \( \text{srv} \) to \( \text{srv} \) then the transition can fire only if there is at least one token per color: therefore it expresses a synchronization in the elaboration at the \( n \) peripheral devices.

From an SWN an equivalent GSPN can be generated, which has the same structure, replicated as many times as there are colors (in the example above there are \( K \) replicas of all colored places). The process of generating a GSPN equivalent to a given SWN is called unfolding [18]: each place is duplicated as many times as there are distinguished colored tokens assigned to that place, transitions are duplicated as many times as there are transition instances, and arcs are computed according to the functions associated to the arcs of the SWN. Figure 3 shows the GSPN model obtained through unfolding of the SWN model of Figure 2.

Figure 1, in its central path, describes the colored solution process of an SWN: the Colored Reachability Graph (CRG) is built first, followed by a colored TRG, from which the CTMC is computed. While a state in a GSPN is an assignment of tokens to places, in SWNs, as in all colored nets, a state is an assignment of colored tokens to places. Listed in the last three lines of Table 1 are three colored markings: state \( C_{1a} \) corresponds to a situation in which there is a job waiting for device \( d1 \), while a job is using device \( d2 \), and another one is using \( d3 \).

Figure 1 depicts also the relationship between an SWN and its unfolded GSPN: the CRG and the RG are isomorphic, and the same Markov chain is produced.

The real advantage of colored nets in general, and of SWN in particular, is the ability to exploit the symmetries described by the color. This exploitation is fully automatic for SWN. Figure 1, in its left-most path, describes the symbolic solution process of an SWN: the Symbolic Reachability Graph (SRG) is built first, followed by a symbolic TRG, from which the CTMC is computed. We do not enter in the details of the SRG construction [7] here: however, we recall that a state of the SRG (symbolic marking) is an equivalence class of colored markings. The equivalence classes are represented in terms of a partition of a color class into dynamic subclasses \( Z_{\text{ColorClass,index}} \), characterized simply by the subclass cardinality.

Examples of symbolic markings for the central server model are given in the first two lines of Table 1. State \( S_1 \) is the equivalence class of all markings that have a job waiting for a device and two other jobs in service using the two other devices: indeed state \( S_1 \) corresponds to the three colored markings \( C_{1a}, C_{1b} \) and \( C_{1c} \). State \( S_2 \) corresponds to all colored markings that have a job waiting for a device that is already in use by another job (the same dynamic subclass \( Z_{d1} \) is associated to places \( \text{wait} \) and \( \text{srv} \)), and a different device (one of the remaining two) in use by another job.

An interesting feature of SWN is that the equivalence classes are directly computed from the initial marking of the
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Table 1. Symbolic and colored states for SWN

<table>
<thead>
<tr>
<th>State</th>
<th>State Description</th>
<th>( Z ) Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_1 )</td>
<td>( M(\text{wait}) = 1 \cdot Z_{d1}, M(\text{srv}) = 1 \cdot Z_{d2} )</td>
<td>(</td>
</tr>
<tr>
<td>( S_2 )</td>
<td>( M(\text{wait}) = 1 \cdot Z_{d1}, M(\text{srv}) = 1 \cdot Z_{d1} + 1 \cdot Z_{d2} )</td>
<td>(</td>
</tr>
<tr>
<td>( C_{1a} )</td>
<td>( M(\text{wait}) = 1 \cdot d_1, M(\text{srv}) = 1 \cdot d_1 + 1 \cdot d_2 )</td>
<td>n.a.</td>
</tr>
<tr>
<td>( C_{1b} )</td>
<td>( M(\text{wait}) = 1 \cdot d_1, M(\text{srv}) = 1 \cdot d_1 + 1 \cdot d_3 )</td>
<td>n.a.</td>
</tr>
<tr>
<td>( C_{1c} )</td>
<td>( M(\text{wait}) = 1 \cdot d_1, M(\text{srv}) = 1 \cdot d_1 + 1 \cdot d_3 )</td>
<td>n.a.</td>
</tr>
</tbody>
</table>
SWN, thanks to a definition of *symbolic transition firing*: a firing in which dynamic subclasses, instead of specific colors, are assigned to variables. Therefore in the SRG, out of state $S_1$ there is an arc in which $x$ is associated to $Z_{D,1}$; the single arc represents the three arcs corresponding to the possible assignment to $x$ of a color in $D$.

The SRG is a bisimulation of the CRG (although the bisimulation relation is never computed), while the CTMC built from the SRG is a lumped CTMC with respect to the CTMC generated from the CRG, as summarized by Figure 1. Observe that, for each symbolic marking, it is possible to build the list of corresponding colored markings.

Note that both of the CSL model-checking tools which we consider in this paper, PRISM and MRMC, do not allow actions to happen in zero-time and with priority over exponential activities: therefore we limit our scope to nets without immediate transitions only.

3. CSL model checking of GSPN and SWN

CSL model checking of GSPN/SWN requires the following set of ingredients: a GSPN/SWN model, a set of atomic propositions expressed in terms of net elements, a CSL model checker, and a way to interpret the results of model checking.

Let us consider the set of atomic propositions $AP$. With regard to place-related atomic propositions, which we henceforth call *place propositions*, the expressions of interest are of the form:

(Type M): $\sum_{p \in P} w_p \cdot M(p) \sim K$

(Type Mcol): $\sum_{p \in P, c \in CD(p)} w_{p,c} \cdot M(p)[c] \sim K$

where $w_p$ and $w_{p,c}$ are integers, $CD(p)$ is the color domain of place $p$ (set of possible colors of tokens in $p$), and $\sim \in \{\leq, =, \geq\}$: observe that, since $w_p$ and $w_{p,c}$ can be zero, the atomic propositions can refer also to an arbitrary set of places or to an arbitrary set of colors and places.

Examples of place propositions, using the net of Figure 2, are: $M(\text{loc}) = 1$ (there is one job at the central server), $M(\text{wait})[d2] \geq 2$ (there are at least two jobs waiting for the services of device $d2$).

With regard to transition-related atomic propositions, which we henceforth call *transition propositions*, the expressions of interest are of the form (Type T) the transition $t$ is enabled, or (Type Tcol) the transition $t$ is enabled for a given assignment to the variables of $t$. Examples of transition propositions, using the net of Figure 2, are: transition $s_{\text{srv}}$ is enabled (a device has been assigned to a job), transition $s_{\text{srv}}$ is enabled for variable $x$ instantiated to color $d1$ (device $d1$ has been assigned to a job).

For what concerns the evaluation of atomic propositions we can again distinguish marking propositions from transition propositions. Propositions of type M can be defined for GSPN and SWN, and can be computed trivially using the RG for GSPN, and with some effort using the CRG or SRG for SWN (indeed a sum over all colors is necessary for the CRG case, while the cardinality of the dynamic subclasses is used for the SRG case). Propositions of type Mcol are defined instead only for SWN, and can be computed only for the CRG, since this is a type of proposition that may hold in some of the states corresponding to a symbolic marking, but not in all of them. In the running example, the proposition $M(\text{srv})[d1] \geq 1$, which is of type Mcol, is valid only for two of the three states represented by the symbolic marking $S_1$ (more precisely, states $C_{1b}$ and $C_{1c}$). In this case, the proposition distinguishes more than the net, and requires a modified SRG construction, as in [6]. We do not consider this possibility in this paper.

Propositions of type T can be defined for GSPN and SWN, and can be computed trivially on the three types of reachability graphs, by simply checking the name of the transitions associated to the arcs out of a state. Propositions of type Tcol are defined instead only for SWN, and can be computed easily from the CRG, where this information is explicitly present, while for the SRG the considerations are similar to the Mcol case; again using the example, if we consider the Tcol proposition “$s_{\text{srv}}$ enabled for an assignment to $x$ of $d1$,” then not all colored states represented by a symbolic marking enable transition $s_{\text{srv}}$ for the required variable assignment.

There is another type of proposition of interest when dealing with SWN, which we call symbolic: these are propositions that consider the color, but not the specific value of the color. Examples of such proposition on the SWN of Fig. 2 are: there are at least two tokens of the same color in place $\text{wait}$; transition $s_{\text{srv}}$ is enabled for a variable $x$ equal to the value of variable $y$ (assuming a modified example in which the function on the arc from $\text{av}$ to $s_{\text{srv}}$ is $y$). Observe that the first (second) atomic proposition can be computed as the logical disjunction of atomic propositions of type Mcol (Tcol respectively).

Instead of defining two new types of properties that may be cumbersome to compute, we prefer to consider the use of “observation transitions”: the SWN is modified so as to include a new transition for each such property, and the property is associated to a colored or symbolic marking only if the transition is enabled in that marking. In the first case we can add to the net a transition having an arc to and from $\text{wait}$, with the function $2(x)$, and in the second case we have to split transition $s_{\text{srv}}$ in two transitions with the same input and output function, but with a guard to distinguish whether $x = y$ or not. Observe that Tcol can be rephrased in terms of enabling of an observation transition.

Observation transitions have been introduced by the authors of SPOT, a model checker for colored (non-stochastic) nets [26], and are described in detail in [27]: “observation”
transitions are there defined as transitions with a modified semantics (they are enabled but they never fire), a change in the semantics that is not necessary in our case, if we exclude the use of the Next operator of CSL, because an exponential transition which does not change the marking does not alter the (infinitesimal generator of the) CTMC.

**Running example: properties of interest.** The verification of our running example can range from classical Petri net properties like liveness of transitions and marking invariants, to probabilistic properties that ensure that the service is provided according to certain quality criteria. The liveness of a transition \( t \) can be restated as the CSL formula: 
\[
(\Psi_1) : S_{\geq 1,0} \left( P_{\geq 1,0}(F^{[0,\infty]} \text{t (is enabled)} \geq 1) \right)
\]

Less trivial is the check of marking invariants. The fact that, in any state, there is only one device per type, can be checked as the logical conjunction over all \( d \in D \) of following property:
\[
(\Psi_2) : S_{\geq 1,0}(M(\text{av})[d] + M(\text{srv})[d] + M(\text{un_av})[d] = 1)
\]

Note that \( M(\text{av})[d] + M(\text{srv})[d] + M(\text{un_av})[d] = 1 \) is an atomic proposition of \( M_{\text{col}} \) type and it is not simple to define the property in a symbolic manner using an observation transition.

If we are interested instead in proving that each device \( d \) will be available upon request, we can verify that the following formula is satisfied in all states:
\[
(\Psi_3) : M(\text{wait})[d] \geq 1 \Rightarrow P_{\geq 1,0}(F^{[0,\infty]} M(\text{srv})[d] \geq 1)
\]

For what concerns probabilistic aspects, assume we are interested in identifying states that are “hot spots”, in which the number of jobs waiting for a device exceeds a certain amount. Given a constant \( hs \), the atomic proposition \( HS \) is valid in states in which the number of tokens in place \( \text{wait} \) exceeds \( hs \), \( HS[d] \) is valid in those states in which the number of tokens of color \( d \) in place \( \text{wait} \) exceeds \( hs \), while \( HS x \) is valid in those states in which there are at least \( hs \) jobs waiting for the same device (independently of the device identity). The first two propositions belong to the \( M \) and \( M_{\text{col}} \) types, while the third requires the introduction of an observation transition \( \text{HS} \) having an arc to and from \( \text{wait} \), with the function \( hs \times (x) \). In the following properties, \( \text{hot\_spot} \) can be either \( HS \), \( HS[d] \), or \( HS x \).

\[
(\Phi_1) : S_{\geq 0,7}(\text{hot\_spot}) ; \text{in steady state the sum of the probabilities of states that are hot spots is greater than 0.7.}
\]

The running example has a CTMC with a single strongly connected component, hence \( \Phi_1 \) is either true in all states or false in all states.

\[
(\Phi_2) : S_{\geq 0,3}(P_{\geq 0,9}(F^{[0,5]} \text{hot\_spot})) ; \text{this property is true for those states in which the probability of being, in equilibrium, in “bad” states which can reach a hot spot within 5 time units with probability 0.9 or greater, is at most 0.2.}
\]

\[
(\Phi_3) : P_{\geq 0,9}(F^{[0,5]} \text{hot\_spot} \wedge P_{\geq 0,7}(F^{[0,3]} \neg \text{hot\_spot})) ; \text{this property is true for those states in which the probability of reaching “good hot spot” states within 5 time units is at least 0.9, where “good hot spot” states are hot spot states in which, with probability 0.7 or greater, the system exits from hot spot states within 3 time units.}
\]

In the following sections, we illustrate two different approaches to SWN model checking using existing tools: the first is the interface with PRISM, and is realized at the net level. The second is the interface with MRMC, and is realized at the CTMC level. The two approaches will be illustrated on our central server example.

**4. Linking GreatSPN to PRISM and MRMC**

**4.1 From GreatSPN to PRISM**

PRISM [24] is a probabilistic model-checking tool of the University of Birmingham. The PRISM input language is a state-based language in which a state of a system is described in terms of a valuation of a number of bounded variables declared by the user. The variables may be organized into a series of interacting modules. The dynamics of the system is represented by a set of guarded commands which define sets of state-to-state transitions of the CTMC model. Each command is of the form \( \text{GUARD} \rightarrow \text{RATE} \) : \( \text{UPDATE} \), where \( \text{GUARD} \) specifies a logical condition on the system variables describing the states in which the command is enabled, \( \text{RATE} \) is the rate of the command, and \( \text{UPDATE} \) is a set of assignments that specify the new values of the variables in terms of old ones (where a prime is used to distinguish the new value from the old one), and thus describes the target states of the CTMC transitions defined by the command.

The generation of a PRISM model corresponding to an SPN has been presented in [12]: a single PRISM module is created with as many variables as there are places, and as many commands as there are transitions, where \( \text{GUARD} \) encodes the transition enabling conditions, and \( \text{UPDATE} \) encodes the state modification caused by the firing. The set \( AP \) of atomic propositions is implicitly defined in PRISM models, as the user is allowed to include in a CSL formula any logical condition on the values of the variables. In the implemented translation place names are mapped one-to-one to variable names, and therefore any logical expression on place markings is allowed and is realized trivially (there is no need to translate type \( M \) and \( M_{\text{col}} \) atomic propositions, whereas \( T \) and \( T_{\text{col}} \) propositions have to be restated in terms of markings).

Based on our experience with the translation of SPN models we examined two possible ways of connecting GreatSPN to PRISM for SWN: producing directly a PRISM module that is equivalent to the SWN, meaning that the CRG of the SWN and the state space of the PRISM module are isomorphic, and that the same CTMC (up to state numbering) is produced; or unfolding the SWN into an
SPN, followed by the translation of the SPN into a PRISM module using the already-existing translation for SPN.

Let us consider the feasibility of the first option. Because variables in PRISM are simple, unstructured variables, it is not possible to associate a single variable to an SWN place; moreover, since transitions can fire for different assignment of colors to transition variables, it is not possible to associate a single PRISM command to an SWN transition. Furthermore, the enabling conditions are much more complicated to write. Basically, to translate an SWN into a PRISM module means that we have to address the same problems as defining an unfolding of the SWN into an SPN.

We have therefore taken the second option: the SWN is unfolded into an equivalent SPN, and then the translator to PRISM is applied. Unfortunately, although unfolding algorithms have been defined for Colored Nets (for example in [18]), there is no such detailed definition for SWN, and there is no implementation available for the complete SWN class. The algorithm that we implemented works as follows:

- for each colored place \( p \), and for each distinct tuple of colors in the color domain of \( p \), a neutral place \( p_{-}\text{colortuple} \) is generated;
- for each colored transition \( t \), and for each possible assignment \( \gamma \) of colors to the variables in the input and output colored functions of \( t \), a neutral transition \( t_{\gamma} \) is created, if it does not violate the predicate associated to \( t \);
- for each neutral transition \( t_{\gamma} \), and for each colored place \( p \) (input or output place of \( t \)), the colored function associated with the arc from \( p \) to \( t \) (or vice versa) is evaluated on the variable assignment \( \gamma \); the result of the evaluation is a multiset on the set of neutral places generated from \( p \), and which can be used to assign a multiplicity to the arcs between \( t \) and the neutral places.

As an example of the application of the algorithm, we consider as input the net of Figure 2 with only two devices: the SPN of Figure 3 is the algorithm’s output. The uncolored place \( \text{loc}_x \) is translated into the uncolored place \( \text{loc}_x \); whereas the colored place \( \text{wait}_\text{d}_1 \) of color domain \( D = \{d_1, d_2\} \) is translated into two uncolored places \( \text{wait}_\text{d}_1 \) and \( \text{wait}_\text{d}_2 \).

The color domain \( cd \) of transitions in SWN is defined by a pair \( \langle \text{transition parameters, type, guard} \rangle \). For example, for transition \( t\text{loc}_0 \) we have \( cd(t\text{loc}) = ((x) \in D, \text{true}) \). The set of possible assignments \( \Gamma \) for \( t\text{loc} \) is \( \Gamma(t\text{loc}) = \{ x \leftarrow d_1, x \leftarrow d_2 \} \). Transition \( t\text{loc}_0 \) is therefore replaced by two new transitions: \( t\text{loc}_0 \), for binding of variable \( x \) with \( d_1 \), and \( t\text{loc}_1 \) for binding of \( x \) with \( d_2 \). The resulting output arc connects transition \( t\text{loc}_0 \) with uncolored place \( \text{wait}_\text{d}_1 \), for assignment \( \gamma_1 \), and transition \( t\text{loc}_1 \) with uncolored place \( \text{wait}_\text{d}_2 \), for assignment \( \gamma_2 \); the multiplicity of each arc is 1.

Some care is necessary when translating arc expressions such as \( [x \neq z] (x+y, z+z)+ (w, Sc) \) where the multiset returned by a tuple of basic functions is obtained by Cartesian product composition of the multisets returned by the tuple elements and where there are predicates associated to single components of the arc expression.

Unfolding in SWN is non-trivial to implement due to the structured form of the color domains, the complexity of the functions (which may have a variable number of terms), and the use of predicates associated to transitions and arcs. The current implementation included in the GREAT2PRISM translator treats the full class of SWN, except for server semantics different from “single server per color”, and for the use of dynamic subclasses to define the initial marking.

Although efficiency was not the main objective of the unfolding, the tool was able to translate an SWN net with composite color domain of five classes, producing a SPN of about 100 places and 3500 transitions in a matter of minutes. For the examples in this paper the time required to produce the unfolding was negligible. The resulting SPN model is then translated into a PRISM module using the GREAT2PRISM translator [12]. As for the SPN case, the CSL formulas are expressed using variable names, which, as explained before, encode the place names and the color.

Running example. We will now show the results of the CSL model-checking of the properties defined for the running example. We considered a variable number of jobs (\( N \)), and a variable number of devices (\( |D| \) is either 2 or 3).

First the net has been unfolded and translated into a PRISM module using the program GREAT2PRISM. Following is a fragment of PRISM code obtained for the case in which \( N \) is equal to 4. Note that the colored place \( \text{unav} \) is translated into two PRISM variables, \( \text{unav}_\text{d}_1 \) and \( \text{unav}_\text{d}_2 \), one for each device. Instead, the neutral place \( \text{loc} \) corresponds to the single PRISM variable \( \text{loc} \).

```plaintext
const int N = 4;
module M
  un_av_d2 : [0..4];
  loc_ : [0..4] init 4;
  un_av_d1 : [0..1];
  wait_d2 : [0..4];
  av_d2 : [0..1] init 1;
  srv_d2 : [0..1];
  wait_d1 : [0..4];
  av_d1 : [0..1] init 1;
  srv_d1 : [0..1];

[tloc_0] (loc_ > 0) & (wait_d1 < N)
  -> 1.000000 : (wait_d1' = wait_d1 +1) & (loc_' = loc_ -1);
[tloc_1] (loc_ > 0) & (wait_d2 < N)
  -> 1.000000 : (wait_d2' = wait_d2 +1) & (loc_' = loc_ -1);
[back_0] (un_av_d1 > 0) & (av_d1 < 1)
  -> 10.000000 : (av_d1' = av_d1 +1) & (un_av_d1' = un_av_d1 -1);
[back_1] (un_av_d2 > 0) & (av_d2 < 1)
  -> 10.000000 : (av_d2' = av_d2 +1) & (un_av_d2' = un_av_d2 -1);
```
Observe that an Mcol atomic proposition, such as \( m(p)[d] > k \), is translated as \( p_d > k \), where \( p_d \) is the PRISM variable representing the place \( p \) with color \( d \). Given an appropriate choice for the constant \( hs \) (we chose \( hs = \frac{2^8}{125} \)), the atomic propositions \( H_S \), \( H_S[d] \) and \( H_Sx \) can then be defined in terms of PRISM variables used as input to the tool.

Table 2 shows the results for the various instances of the model (with different values of \( N \), different numbers of devices in the set \( D \), and different choices for the atomic proposition \( hotspot \) for the CSL formulae \( \Phi_1 \), \( \Phi_2 \) and \( \Phi_3 \). The probabilities illustrated in the table correspond to those computed for the outermost probabilistic or steady-state operators in the formulae, and were computed for the initial state of the system, as in Figure 2. The cases of \( \Phi_1 \) and \( \Phi_2 \) for \( H_S[d] \) are combined, as they result in the same probability for all values of \( |D| \) and \( N \). The results were obtained using the backwards Gauss-Seidel method, with a maximum number of iterations equal to 100000, and with an error of \( 10^{-9} \) (these are the default options of MRMC, and were adopted in order to compare our results with the two tools). We note that all of the other properties listed in Section 3 (\( \Psi_1 \), \( \Psi_2 \) and \( \Psi_3 \)) are satisfied in all states of the system.

4.2 From GreatSPN to MRMC

MRMC [19] is a probabilistic model-checking tool for Markov chains of the Universities of Twente and Aachen. When interfacing GreatSPN to MRMC, we consider verification of the CTMCs corresponding to the CRG or the SRG. To link GreatSPN to MRMC it is necessary to provide the two MRMC input files: a .tra file that contains an ASCII description of the CTMC rate matrix, and a .lab file that lists all possible atomic propositions and associates to each state the atomic propositions valid in that state. The link for SWN model checking has been realized as an upgraded version of our previous tool GreatSPN2ETMCC [12], which linked GreatSPN to ETMCC, and which had the limitation of working only for SPN and of being able to express only atomic propositions of type M. The resulting tool, named GreatSPN2MRMC, consists of two main modules, GMC2MRMC and AGENERATOR.

The operational flow to model check an SWN with GreatSPN2MRMC is the following. Firstly, GreatSPN is used to define a SWN. Secondly, the user creates a .ap file that contains the atomic propositions of interest of the M, Meol, T, Teol types. Thirdly, the description of the net (.net and .def-file) is passed to the GMC2MRMC module, which uses offline solvers for the generation of the net's CRG or SRG and associated CTMC. Two output files are generated: the .tra-file, in the MRMC syntax, and a .xlab file, which is the base for the production of the .lab file required by MRMC. The .xlab-file contains triples of the form (CTMC – state – id, corresponding – net – marking, enabled – transitions) if the CRG is considered, or pairs (CTMC – state – id, enabled – transitions) if the SRG is used. Finally, the .xlab-file and the .ap-file are processed by the AGENERATOR module; if the SRG is used, only \( M \) and \( T \) propositions present in the .ap-file are evaluated and the labelled CTMC is produced; if CRG is used, also Mcol and Tool propositions are considered.

Running example. We now discuss the approaches to the specification of atomic propositions in term of SWN elements for the cases of CRG and SRG. To do this, we describe some of the steps involved in the verification of the running example (with \( N = 8 \) and \( |D| = 2 \)) against property \( \Phi_1 \), using either the CRG or the SRG option.

CRG approach. If we pass the .net and .def-file to the GMC2MRMC module, then we obtain the following MRMC-ready-to-use .tra-file, consisting of a list of transitions, each described in terms of a source state, target state and rate, respectively:

| STATES 352 |
| TRANSITIONS 1206 |
| 1 2 1.000000 |
| 1 3 1.000000 |
| 2 4 10.000000 |

... GMC2MRMC also produces an .xlab file, which encodes the marking of each state and the transition enabled in the state:

1 av[1]<d2>1<d1> loc(8) tloc
2 av[1]<d2>1<d1>loc(7)wait[1]<d1> a_srv_i ...

... With the latter file, we are able to derive the hotspot definitions. To achieve this, we create an .ap-file (the content of which is shown in Table 3) and call the AGENERATOR module, which scans the .xlab-file and the .ap file, and produces the final .lab file for MRMC. The .lab file, which associates atomic propositions to each state, takes the following form:

| DECLARATION |
| t_HS |
| ... |
| 25 wait>=4 wait_d1>=4 |
| ... |
| 34 wait>=4 wait_d2>=4 |

SRG approach. For the SRG case, only \( H_S \) and \( H_Sx \) will be considered as hotspot (since \( H_S[d] \) cannot be checked against the SRG, as explained in Section 3). If we pass the
5. Conclusions and future work

This paper discusses how we have exploited two CSL model checkers, PRISM and MRMC, to add CSL model checking facilities for SWN in the GREATSPN tool. We allow checking of the unfolding of an SWN via PRISM permitting us to take advantage of the efficient MTBDD data structures used in PRISM. We can alternatively check the CRG or SRG of an SWN, in the case of SRG taking advantage of the symmetries of the SWN, using MRMC. We are currently testing the implementation against a set of benchmarking SPN and SWN nets from the literature. The current paper extends the work of [12] along two directions. The first direction permits us to treat SWN models, whereas the second allows us to define atomic propositions also on transition enabling.

We note that model-checking methods for variants of CSL which refer to rewards have also been implemented in MRMC and PRISM, and can be used to verify an even wider variety of performance properties than those considered by CSL. The presence of rewards is orthogonal to our translation methods, and therefore our programs can be extended easily to accommodate rewards.

We intend to improve the links between GREATSPN and the two model-checking tools by reducing the level of expertise that a GREATSPN user requires to have of the tools. In particular, we aim to automate as much as possible the description of CSL properties, so that the user can express such properties at the net level. For example, in the context of the translation to PRISM models, the mapping of places to variables is partially lost due to unfolding, and therefore it may be advantageous to have a translator from CSL formulae of McCol and Tool type to formulae given in terms of PRISM variables. Another problem that will address is that the presentation of the model checking results to the GREATSPN user.

With regard to the translation to PRISM, the MTBDD representation of the transition matrix depends heavily on the ordering of the PRISM variables in the module description.
tion. A good ordering for the variables of the example is obtained by declaring together the variables which are closely related (as suggested by the developers of PRISM [22]). For example, in general, places which are connected to each other by transitions are listed together in the variable ordering. The translator does not have any associated heuristic: for the purposes of this paper we chose to manually change the variable ordering in the PRISM models obtained by our translator. To avoid such manual intervention, we intend to exploit the structure of the Petri net model to define an efficient ordering of the variables used in the PRISM model’s description.

Other future work includes extension of CSL and associated tools to allow the use of immediate transitions. Recall that the reachability graph of a GSPN/SWN corresponds to a semi-Markov process, from which a CTMC can be obtained by eliminating vanishing states (in which no time elapses). As noted in [5], the elimination of vanishing states removes information about the dynamic behavior of the system which may be relevant for the evaluation of a CSL property.
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