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A B S T R A C T

We assessed the hypothesis that brain signal variability is a reflection of functional network reconfiguration during memory processing. In the present experiments, we use multiscale entropy to capture the variability of human electroencephalogram (EEG) while manipulating the knowledge representation associated with faces stored in memory. Across two experiments, we observed increased variability as a function of greater knowledge representation. In Experiment 1, individuals with greater familiarity for a group of famous faces displayed more brain signal variability. In Experiment 2, brain signal variability increased with learning after multiple experimental exposures to previously unfamiliar faces. The results demonstrate that variability increases with face familiarity; cognitive processes during the perception of familiar stimuli may engage a broader network of regions, which manifests as higher complexity/variability in spatial and temporal domains. In addition, effects of repetition suppression on brain signal variability were observed, and the pattern of results is consistent with a selectivity model of neural adaptation.
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Introduction

It is becoming clear that transient fluctuation in brain signal – i.e., variability – conveys important information about network dynamics that cannot be obtained from mean brain activity alone (Garrett et al., 2011; Vakorin et al., 2011). Within the context of simulated neural networks, information integration across widespread neural networks is achieved through the emergence and disappearance of correlated activity between network nodes over time and across multiple timescales (Deco et al., 2011; Tononi et al., 1998). Such transient changes in the global functional connectivity pattern cause fluctuations in the temporal dynamics of the corresponding brain signal (Breakspear, 2002; Freeman and Rogers, 2002; Friston, 2001; Honey et al., 2007); networks with more potential configurations have a greater repertoire to dynamically explore and elicit a more variable response (Deco et al., 2011; Ghosh et al., 2008; Tsuda, 2001). In turn, signal variability may reflect the information processing capacity of the system where higher variability would indicate greater information integration across networks via dynamical network reconfiguration. Indeed, previous empirical work suggests that signal variability increases with the amount of information available for a stimulus (Misco et al., 2010). It follows that variability should increase with learning as new information is acquired. Namely, a stimulus with greater acquired information content should produce a brain signal that carries more information.

To illustrate the effect that learning may have on brain signal variability, consider how familiarity with a face would affect the dynamics of the face-processing network. The face-processing network consists of a core visual system involved in facial image processing plus an extended system involved in processing of associated semantic information (e.g., name, occupation; Haxby et al., 2000). The presentation of a face activates the core visual system coding for the image itself. As a face becomes familiar, information builds up in both the core visual and extended regions (Burton et al., 1999), which increases the number of potential functional configurations the network can occupy. That is, familiarity increases the repertoire of responses produced by the brain when the face is presented. Consequently, highly familiar faces associated with greater information content activate networks with greater repertoire to produce a more variable response (Deco et al., 2011; Tononi et al., 1998).

The present study examined whether the variability of human EEG reflects the information available for face processing. We employed the information theoretic metric (Gatlin, 1972; Shannon, 1948) multiscale entropy (MSE; Costa et al., 2005, Heisz & McIntosh, in press), which uses sample entropy (Richman and Moorman, 2000) to estimate the variability of the neuroelectric signals over time and across multiple timescales (Fig. 1). Unlike traditional entropy measures that increase with degree of randomness, multiscale entropy is able to differentiate complex signals from white noise by considering entropy across multiple timescales. For example, Costa et al. (2005) compared multiscale entropy values for uncorrelated (white) noise versus correlated (pink) noise. While sample entropy...
Multiscale entropy (MSE) quantifies the variance and correlated properties of the brain signal over time providing a window into dynamic network reconfiguration. Sample entropy estimates the variability of a time series. In this example, \( m \) (the pattern length) is set to two, which means that the sequence pattern of two consecutive data points is considered; \( r \) (the similarity criterion), reflects the amplitude range (denoted by the height of the colored bands) within which data points are considered to “match”. To calculate sample entropy for this simulated time series, begin with the first two data points. First, count the number of times two consecutive data points have amplitude values within the range of the red and orange color bands, respectively. There are 10 matches for this two-component sequence. Second, count the number of times three consecutive data points have amplitude values within the range of the red, orange and yellow color bands, respectively. There are 5 matches for this three-component sequence. Continue in this manner for the second and third data points in the time series. The number of two-component matches (5) and three-component matches (3) in this sequence is added to the previous values (total two-component matches = 15; total three-component matches = 8). Repeat for all data points in the time series (up to \( N \)) to determine the total ratio of two-component matches to three-component matches. Sample entropy is the natural logarithm of this ratio. A predictable waveform, depicted in purple, has a ratio near one and sample entropy near zero. A more variable waveform, depicted in black, has a ratio greater than 1 and sample entropy greater than zero. Down-sampling generates multiple time series of varying timescales. Timescale 1 is the original time series. To create the time series of subsequent timescales, simply divide the original time series into non-overlapping windows of the timescale length and average the data points within each window. Sample entropy is calculated for each timescale, hence multiscale entropy. Sample entropy and down-sampling illustrations were adopted from Costa et al. (2005). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

**Materials and methods**

**Experiment 1**

**Participants**

Forty-two McMaster University undergraduate students participated. Half viewed non-famous faces and the other half viewed famous faces. Seven additional participants were run in the famous face condition to increase power for the correlation analysis. All participants were Caucasian and reported normal or corrected-to-normal vision. Participants provided written informed consent and received course credit for their participation. All procedures complied with the Canadian tri-council policy on ethics as approved by the McMaster Ethics Research Board.

**Apparatus**

Stimulus presentation and manual response measurement were controlled by Presentation experimental software (Version 11), running on a Pentium 4 Computer under Windows XP operating system. The stimuli were displayed on a 17-inch color CRT display at a resolution of 1280 × 1024 and frame refresh rate of 85 Hz. Participants were seated 80 cm from the display and the experiment was run in a dimly lit room.

**Stimuli**

The face stimuli consisted of 40 images of unfamiliar Caucasians (20 male) and 40 images of famous Caucasian celebrities (20 male) obtained via the worldwide web. All images captured the front of the face, with a neutral or smiling expression, without glasses. Images were cropped to include hair but exclude background, and converted to gray-scale. All images were resized to equate height, width, and resolution.

**Procedure**

The experiment consisted of 120 trials. The 40 faces (participants either viewed famous faces or unfamiliar faces) were randomly split into two equal sets, A and B. During the first 60 trials, the faces of set A were presented once and faces of set B were presented twice successively, with the order of presentation randomized. During the
last 60 trials, the faces of set B were presented once and the faces of set A were presented twice successively, with the order of presentation randomized. In total, each of the 40 faces was presented three times, once as a single and once as a repetition.

Each trial began with a fixation point presented for 1000 ms followed by a facial image presented until manual response. Participants were instructed to determine if the current face was the same as or different from the previous face by pressing 1 or 2 on the number pad for same and different responses, respectively (response buttons were counterbalanced across subjects). Both speed and accuracy were emphasized.

At the end of the experiment, participants rated the famous faces on a scale from 1 (not familiar) to 7 (highly familiar), and generated (if they could) the first and last name of the famous individual.

Experiment 2

Participants

Twenty McMaster University undergraduate students participated. All participants reported normal or corrected-to-normal vision. Eligible participants received course credit plus $15 for their participation, and the remainder received $40 compensation. Participants provided written informed consent. All procedures complied with the Canadian tri-council policy on ethics as approved by the McMaster Ethics Research Board.

Apparatus

The apparatus was the same as Experiment 1.

Stimuli

The face stimuli consisted of ten colored images of Caucasian individuals (five male) with neutral expressions. Faces were without glasses and a black wrap concealed clothing. Faces were adopted from a larger set provided by Dr. Daphne Maurer’s Visual Developmental Lab, Department of Psychology, Neuroscience and Behaviour, McMaster University (Geldart et al., 1999). The images were presented at the center of the display on a gray background, approximately 5° of visual angle wide and 6° of visual angle high. Eight images (four males) were selected per subject and assigned to a particular condition; the assignment of face stimuli to particular conditions was counterbalanced across subjects.

Procedure

A detailed description of the stimuli and procedure can be found in Heisz and Shedden (2009). In brief, learning took place over five consecutive days with each session approximately 4.5 min. Across all sessions, two faces were presented for approximately 21 min each (high familiarity), and two faces were presented for approximately 3 min each (medium familiarity). An auditory story always accompanied face presentation and the story content either pertained to the face (i.e., details describing the individual’s life events) or not (i.e., science articles). We conducted the multiscale entropy analysis for each of the story conditions separately; however, similar outcomes were observed and so the conditions were collapsed.

EEG was recorded before and after learning. Each EEG session lasted approximately 1 h. The pre-learning EEG session consisted of six face stimuli: four (to be) learned faces and two additional faces. The post-learning EEG session consisted of eight stimuli: the four learned faces (two high familiarity and two medium familiarity), the two faces from the pre-learning EEG session (low familiarity) plus two novel faces (novel). Faces were presented for 750 ms followed by an inter-stimulus interval of 750 ms, during which a fixation point was presented. Faces were presented in pseudo-randomized order; each face was presented approximately 200 times. Subjects performed a passive viewing task in which they were instructed to consider each face’s identity.

Experiments 1 and 2

EEG acquisition and analysis

The ActiveTwo Biosemi electrode system was used to record continuous EEG activity from 128 Ag/AgCl scalp electrodes plus four additional electrodes placed at the outer canthi and just below each eye for recording horizontal and vertical eye movements. Two additional electrodes, common mode sense (CMS) active electrode and driven right leg (DRL) passive electrode were also used (http://www.biosemi.com/faq/cms&drl.htm). The continuous signal was acquired with an open pass-band from DC to 150 Hz and digitized at 512 Hz.

The analysis was conducted on 76 electrodes that corresponded with the 10–20 system. The continuous EEG signal was bandpass filtered between .1 Hz and 55 Hz and re-referenced to a common average reference. Data were epoched and baseline into epochs (1000 ms and 700 ms for E1 and E2, respectively) with a 100 ms pre-stimulus baseline. Preliminary artifact removal was performed using independent component analysis (ICA) as implemented in EEGLAB software (Delorme and Makeig, 2004). Trials contaminated with excessive amplitudes were removed first, then ICA decomposition was performed on the remaining concatenated trials and components carrying ocular and muscle artifacts were subtracted.

Multiscale entropy analysis

Multiscale entropy (MSE) was used to estimate variability at different timescales (Fig. 1; Costa et al., 2005, Heisz & McIntosh, in press). The utility of MSE has been confirmed by numerous studies (Bhatbacharya et al., 2005; Catarino et al., 2011; Lippé et al., 2009; McIntosh et al., 2008; Masic et al., 2010; Mizuno et al., 2010). There is also a well-articulated theoretical framework that emphasizes the space-time structure as vital to understanding brain mechanisms of cognition and behavior (Breakspear and McIntosh, 2011; Deco et al., 2011); informative theoretical measures like MSE are particularly sensitive to this space-time structure.

To calculate MSE, we used the algorithm available at www.physionet.org/physiotools/mse/, which computes MSE in two steps. First, the algorithm progressively down-samples the EEG post-stimulus time series \( x_1, x_2, \ldots, x_N \) per trial and per condition. For timescale \( \tau \), the coarse-grained time series \( y_j(\tau) \) is constructed by averaging data points within non-overlapping windows of length \( \tau \). Each element of a coarse-grained time series, \( j \), is calculated according to Eq. (1):

\[
y_j(\tau) = \frac{1}{\tau} \sum_{i=\lfloor j-1\tau \rfloor+1}^{\lfloor j\tau \rfloor} x_i, \quad 1 \leq j \leq N/\tau.
\]

For example, timescale 1 is the original time series \( N \) (308 and 462 digitized data points for Experiment 1 and 2, respectively), which was down-sampled up to the tenth timescale (308/10 and 462/10 digitized data points for Experiment 1 and 2, respectively). To convert timescale into milliseconds, divide the timescale by the EEG sampling rate (512 Hz).

Second, the algorithm calculates the sample entropy for each coarse-grained time series (Eq. (2)):

\[
S_q(m,r,N) = \ln \frac{\sum_{i=1}^{N-m+1} n_i}{\sum_{i=1}^{N-q+1} n_i^{q}}, \quad n_i = \ln \frac{\sum_{i=1}^{N-m+1} n_i^m}{\sum_{i=1}^{N-q+1} n_i^q}.
\]

Sample entropy quantifies the variability by estimating the predictability of amplitude patterns across a time series of length \( N \). The pattern length, \( m \), was set to 2; that is, two consecutive data points were used for pattern matching. The similarity criterion, \( r \), was set to 0.5; that is, data points were considered to have indistinguishable amplitude values (i.e., to “match”) if the absolute amplitude difference between them was ≤50% of the time series standard deviation.
deviation. Note that $n_i^m$ differs from $n_i^n$ in that self-matches are not counted. For each subject, a channel specific MSE estimate was obtained as a mean across single trial entropy measures for timescales 1–10.

**Spectral power**

Spectral power density of each discrete time series $x$ (i.e., for each subject, condition, channel and trial) was estimated by Welch’s averaged modified periodogram method of spectral power estimation (Welch, 1967).

**Statistical analysis**

Statistical assessment of familiarity on MSE, spectral power, and mean amplitude scores was done using multivariate technique partial least squares (PLS) for EEG data (Krishnan et al., 2011; Lobaugh et al., 2001). PLS was performed on data matrices consisting of subject and channel specific measures such that rows represented subjects by condition. The columns of the data matrix contained the post-stimulus measures for MSE/spectral power/mean amplitude estimation by channel. The mean-centered matrices were decomposed with singular value decomposition (SVD) to identify the strongest condition differences and the corresponding scalp topography. This produced a set of orthogonal latent variables (LVs). Each LV consists of two parts: a “brain LV” (the brain portion of the LV) and a “design LV” (design portion of the LV). The brain LV represents the weighted linear combination of electrode sites and time points that co-vary with the design LV pattern. Projecting the brain LV onto each participant’s EEG data by condition yields scalp scores, which can be positive or negative, depending on the relation between electrode/time (or electrode/frequency) and design LV. For brain-behavior analyses, correlations were computed between the questionnaire data and MSE/spectral power/mean amplitude measures across the entire sample.

The statistical significance of the effects was assessed using permutation tests (500) for the overall relationship between familiarity and brain response, and brain and behavior. The reliability of the topographies was determined with bootstrap estimation of confidence intervals, using 500 bootstrap samples. For scalp topographies, the singular vector weights for each channel were divided by the bootstrap estimated standard error, giving a bootstrap ratio. This is similar to a $z$ score if the distribution of singular vector weights is Gaussian.

**Results**

**Experiment 1**

**Does fame affect brain signal variability?**

We assessed the relationship between knowledge representation and brain signal variability by measuring the MSE of EEG signals in response to stimuli that differ in the amount of stored information. Familiarity was manipulated by face fame. Participants either viewed famous faces or non-famous faces. Assuming that the famous faces were familiar to the participants, we expected the participants who viewed the famous faces to display a more variable brain response than those who viewed non-famous faces because familiar faces are associated with more information and have a richer memory network repertoire to dynamically explore. We also analyzed the same data set using the more traditional mean amplitude and spectral power approaches. If nonlinear stochastic processes support face familiarity then differences between familiar and unfamiliar faces should be revealed by MSE and not by the spectral power or mean amplitude methods of analysis.

While participants viewed the faces, they performed a 1-back identity-matching task in which they classified each face according to whether it was preceded by the same or different face. Although this was done to ensure that participants were attending to the face’s identity, the task demands were expected to affect brain signal variability. In the present study, where the preceding and current face stimuli either matched perfectly or not at all, participants may have needed very little perceptual information to confirm a match between the preceding and the current face image. In other words, only partial reactivation of the network corresponding to the preceding face image may have been sufficient for an accurate “same” response. By this, we would expect to observe a decrease in sample entropy for repeated faces indicating a sparser network representation with less information processing capacity.

**Task performance.** Performance on the 1-back identity-matching task was faster but less accurate for repetitions (649 ms±17 ms; 96%±1%) compared to initial presentations (751 ms±28 ms; 98%±1%), suggesting a speed/accuracy trade-off consistent with the interpretation that the same responses were made using quick judgments based on little evidence. These observations were supported by repeated-measures analyses of variance conducted on mean response times and mean accuracy with a between-subjects factor of face fame (famous, non-famous) and a within-subjects factor of repetition (initial, repeat). Both analyses yielded a significant main effect of repetition [response time: $F(1,40) = 37.89, p < .001$, $ges = .11$; accuracy: $F(1,40) = 5.24, p < .05$, $ges = .05$]. There were no significant effects or interactions with face fame.

MSE. As illustrated by Fig. 2 (bar graph, left panel), the initial presentation of a face elicited more sample entropy than the immediate repetition of the same face ($p < .001$). Topographic plots depict the spatiotemporal distribution of this contrast. Although statistically reliable across all timescales, this contrast was more pronounced at the finer timescales. The spatial distribution of the contrast was particularly stable at electrodes over central parietal and prefrontal cortices. The contrast between famous and non-famous faces was not significant.

**Spectral power and mean amplitude.** As a comparison, the same analysis was conducted on spectral power and mean amplitude. Like MSE, spectral power and mean amplitude were sensitive to face repetition. For spectral power, initial presentations elicited greater power than repetitions for both famous and non-famous faces ($p < .001$; Fig. 2, middle panel). This repetition effect was broadly distributed over central parietal and prefrontal cortices and most stable at frequencies between 4 and 12 Hz. Frequencies less than 4 Hz had a similar topographical distribution but for the reverse contrast of greater power for repetitions than initial presentations.

For mean amplitude, a more negative response was elicited for repetitions than initial presentations for both famous and non-famous faces ($p < .001$; Fig. 2, right panel). This repetition effect was most stable at the N250 ERP component over bilateral occipitotemporal cortex, which is consistent with the typical response pattern observed for this component to repeated faces (Schweinberger et al., 2004). The reverse contrast (i.e., a more positive amplitude for repeat than initial presentation) was observed at the P3 ERP component over parietal cortex and at P1 and N170 ERP components over bilateral occipitotemporal cortex. This is also consistent with previous ERP studies on face repetition (Itier and Taylor, 2002).

**Does familiarity with a famous face affect brain signal variability?**

As part of the same experiment, we assessed the relationship between familiarity with the famous faces and brain signal variability. We correlated participants’ behavioral reports of famous face familiarity with their MSE measures for those same famous faces. Behavioral reports were acquired at the end of the experiment; participants estimated their familiarity with the famous faces on a scale from 1 (not familiar) to 7 (extremely familiar) and recalled (if they could) the first and last name of the famous individual. We expected that...
participants who were more familiar with the famous faces would elicit a more variable brain response to those faces. Fig. 3 depicts the results.

Behavioral reports. Participants varied in their familiarity with the set of famous faces. The mean proportion of accurately named famous faces was \(0.76 \pm 0.23\) SD, ranging from 0.2 to 1, which is significantly less than perfect naming accuracy of 1 \((t(27) = -5.74, p < .001)\). Likewise, the mean familiarity rating was \(5.6 \pm 0.9\) SD, ranging from 3.2 to 7, which is significantly less than the maximum familiarity rating of 7 \((t(27) = -7.88, p < .001)\).

MSE. Brain signal entropy was higher for participants who were more familiar with the famous faces. Mean sample entropy values for the famous faces correlated with familiarity ratings and naming accuracy \((p < .05; \text{Fig. 3})\). Both rating and naming correlations were reliably
expressed across all timescales over bilateral temporal–parietal extending up to frontal cortices.

**Spectral power and mean amplitude.** Spectral power and mean amplitude did not significantly correlate with familiarity measures of proportion named and familiarity ratings (all $p > .05$).

**Experiment 2**

**Does brain signal variability increase with learning?**

In Experiment 2, we assessed whether newly acquired information builds up the variability in the brain signal. Rather than using famous and non-famous faces, participants were familiarized with previously novel faces to varying degrees over five consecutive days (Heisz and Shedden, 2009). Faces were familiarized to low, medium, or high levels; we did this by systematically increasing the amount of exposure the participant has with each face. Faces were also paired with either vignettes or science stories, and this contributed to the total amount of information gained. Preliminary analyses revealed similar outcomes for both learning conditions regardless of the type of paired information and so the factor of information type was collapsed. We recorded EEG before and after learning while participants passively viewed the faces and calculated the corresponding MSE per face and per session. We expected MSE values to increase as a function of face learning. Fig. 4 depicts the results.

MSE. Before learning, all faces were equally novel and, as expected, all faces elicited an equivalent MSE response. After learning, MSE values related to the amount of acquired familiarity such that faces seen more often during the experiment elicited a more variable response ($p < .001$; Fig. 4, left panel). The topographic plot of Fig. 4 (left panel) depicts the spatiotemporal distribution of this contrast. At coarse timescales, the acquired familiarity effect was most statistically reliable over right occipital–temporal cortex whereas at finer timescales the same effect showed a more anterior distribution.

**Spectral power and mean amplitude.** Like MSE, spectral power related to the amount of acquired familiarity ($p < .05$; Fig. 4, middle panel); however, unlike MSE, spectral power did not accurately distinguish medium and low familiarity faces according to the amount of prior exposure. The topographic plots of Fig. 4 (middle panel) depict the spatiotemporal distribution of this contrast. At lower frequencies between (5–12 Hz), the acquired familiarity effect was most statistically reliable over right occipital–temporal cortex whereas at higher frequencies the same effect showed a more anterior distribution. The reverse contrast was observed at frequencies less than 4 Hz.

Mean amplitude distinguished new faces from previously viewed faces but not among the previously viewed faces that varied in amount of prior exposure ($p < .001$; Fig. 4, right panel). Moreover, the effect of familiarity on the mean amplitude depended on scalp location. From 450 to 600 ms over parietal cortex new faces elicited a more positive response than previously viewed faces. During the same time window but over pre-frontal cortex the amplitude pattern was reversed. These results are consistent with previous ERP studies on stimulus novelty (e.g., Ferrari et al., 2010).

**Discussion**

We used MSE to measure brain signal variability while manipulating the amount of information associated with faces stored in memory. Individuals with greater familiarity for a group of famous faces elicited a more variable brain response. Brain signal variability also increased with learning after many exposures to previously unfamiliar faces. These results demonstrate an important relationship between brain signal variability and familiarity. Specifically, the results suggest that cognitive processes during the perception of familiar stimuli may engage a broader network of regions, which manifests as higher complexity/variability in spatial and temporal domains.

The measures of famous face familiarity and acquired familiarity correlated with MSE across all timescales. Previous research has demonstrated a direct link between MSE temporal scale and the bias between local versus distributed information. Local information is represented at finer timescales and distributed information is represented at coarser timescales (Vakorin et al., 2011). The present findings suggest that familiarity increases information processing capacity across both local and distributed regions. This makes sense if we consider that face familiarity/learning involves the buildup of information about the facial structure (local information) as well as
linking that structure with associated information (distributed information). The information content (i.e., life events related to the faces versus unrelated science articles) paired with the face during learning did not seem to affect entropy values; however in this case all faces were learned with information, within the same laboratory setting, and over the same number of days; that is, there was an increase in information for all learned faces and this was accompanied by an increase in MSE.

In contrast, significant differences were not observed when contrasting famous versus non-famous faces. This is somewhat surprising given the stable fame effects typically observed in ERP (Begleiter et al., 1995; Trautner et al., 2004). Two things may be at play here. First, the contrast between famous and non-famous faces is usually done within subject and we used a between-subjects design. Second, and perhaps more importantly, the famous faces were not equally familiar to all the participants. In fact, some participants reported having very little familiarity with this particular group of famous faces (see Fig. 3 for familiarity rating and naming performance). Critically, this reduces the effect of familiarity that famous faces could have on the groups’ brain response and minimizes brain response differences between famous and non-famous faces. As a consequence, the familiarity correlations of Experiment 1 and the acquired

---

**Fig. 4.** Contrasting the EEG response to learned faces across measures of multiscale entropy, spectral power, and mean amplitude. The bar graphs (with standard error bars) depict contrasts between conditions that were significantly expressed across the entire data set as determined by permutation tests and bootstrap estimated 95% confidence intervals. The image plot highlights the electrodes and time/frequency at which the contrast across all conditions was most stable as determined by bootstrapping. Head plots illustrate the spatial distribution for a representative timescale. Values represent ~z scores and negative values denote significance for the inverse condition effect.
familiarity comparison of Experiment 2 provide more robust estimates of the effect of familiarity on brain responses.

Overall, the analysis of EEG by MSE produced unique information that was not obtained using more traditional analyses, likely because the additional information gain by MSE reflects nonlinear network dynamics (Breakspear, 2002; Freeman and Rogers, 2002; Friston, 2001; McIntosh et al., 2008). Neither spectral power nor mean amplitude differentiated individual differences in famous face familiarity whereas MSE did. Furthermore, MSE was more sensitive to the subtle differences among experimentally learned faces than spectral power or mean amplitude. All measures converged for the effects of immediate stimulus repetition (Fig. 2), where repetition caused a decrease in both the mean and the variability of the brain’s response; however, the observed decrease in entropy is important as it constrains the interpretation of potential neural processes that could produce the change in the mean response. Three putative models have been put forth (see Grill-Spector et al., 2006, for a review). According to the Fatigue model (Grill-Spector and Malach, 2001; Miller and Desimone, 1994), repetition suppression reflects a decrease in mean population firing rate with no change in the relative response of the network nodes. According to the Sharpening model (Desimone, 1996; Wiggs and Martin, 1998), repetition suppression reflects the activity of fewer, more selective neurons resulting in an overall reduction in the number of network nodes that respond to the repeated stimulus. According to the Facilitation model (Henson and Rugg, 2003), repetition suppression does not reflect a change in the overall activation pattern but rather reflects faster processing across the same network. Although all models could be used to explain the observed drop in mean amplitude with stimulus repetition, only the Sharpening model predicts a drop in entropy. Specifically, the Sharpening model proposes sparser network coding for repeated stimuli, which implies fewer potential configurations and thus a less variable response (Deco et al., 2011; Ghosh et al., 2008; Tsuda, 2001).

We propose that brain signal variability, as measured by MSE, may reveal the information processing capacity of the system and provide an index of the size of the repertoire of responses produced by the brain when a stimulus is presented. MSE provides an index of network complexity that cannot be obtained by simply counting the number of active brain regions; although the characterization of network architecture is important, it represents the static picture that is blind to transient, dynamic interactions between network nodes. Upon stimulus presentation, information stored in associated networks becomes active and integrated through dynamic network architecture (Deco et al., 2011; McIntosh et al., 2008). Neither spectral power nor mean amplitude differentiated individual differences in famous face familiarity whereas MSE did. Furthermore, MSE was more sensitive to the subtle differences among experimentally learned faces than spectral power or mean amplitude. All measures converged for the effects of immediate stimulus repetition (Fig. 2), where repetition caused a decrease in both the mean and the variability of the brain’s response; however, the observed decrease in entropy is important as it constrains the interpretation of potential neural processes that could produce the change in the mean response. Three putative models have been put forth (see Grill-Spector et al., 2006, for a review). According to the Fatigue model (Grill-Spector and Malach, 2001; Miller and Desimone, 1994), repetition suppression reflects a decrease in mean population firing rate with no change in the relative response of the network nodes. According to the Sharpening model (Desimone, 1996; Wiggs and Martin, 1998), repetition suppression reflects the activity of fewer, more selective neurons resulting in an overall reduction in the number of network nodes that respond to the repeated stimulus. According to the Facilitation model (Henson and Rugg, 2003), repetition suppression does not reflect a change in the overall activation pattern but rather reflects faster processing across the same network. Although all models could be used to explain the observed drop in mean amplitude with stimulus repetition, only the Sharpening model predicts a drop in entropy. Specifically, the Sharpening model proposes sparser network coding for repeated stimuli, which implies fewer potential configurations and thus a less variable response (Deco et al., 2011; Ghosh et al., 2008; Tsuda, 2001).

We propose that brain signal variability, as measured by MSE, may reveal the information processing capacity of the system and provide an index of the size of the repertoire of responses produced by the brain when a stimulus is presented. MSE provides an index of network complexity that cannot be obtained by simply counting the number of active brain regions; although the characterization of network architecture is important, it represents the static picture that is blind to transient, dynamic interactions between network nodes. Upon stimulus presentation, information stored in associated networks becomes active and integrated through dynamic network reconfiguration (Deco et al., 2011; Tononi et al., 1998). This may affect the variance of local signaling by continuously altering the relative weights of reentrant inputs from active feedback and lateral connections (Fuster, 1997). Ultimately, the number of oscillatory components contributing to the EEG signal as well as the interactions between those components would change over time and across timescales, and this would be reflected in the MSE values of the corresponding time series (Vakovin and McIntosh, 2012). Indeed, previous work has used MSE to reveal long-range power-law correlations within the spontaneous firing pattern of neurons in human hippocampal and amygdala structures (Bhattacharya et al., 2005); critically, these characteristics promote the flexibility that a system needs to explore its dynamic repertoire (Deco et al., 2011; Ghosh et al., 2008). It follows that the more information (repertoire) available for a given stimulus means the more signal variability elicited by that stimulus (Deco et al., 2011). Here, familiar faces produced greater variability than unfamiliar faces. Since familiar faces are associated with more information than unfamiliar faces (Burton et al., 1999), our results support the hypothesis that signal variability is an expression of the exploration of the dynamic repertoire of the system.

The proposed relationship between network information processing capacity and signal variability fits nicely within the theoretical framework of complexity matching (Tononi et al., 1996, 1998). Through computer simulations, Tononi et al. (1996) demonstrated that the amount of information available for a stimulus could be determined by the extent to which the complexity of the stimulus matched the complexity of its corresponding brain response. A stronger match was observed for familiar stimuli compared to novel stimuli, suggesting less information available for the processing of novel stimuli. In the present study, the differential effects of stimulus novelty on signal mean versus signal variability may be related to complexity matching. Compared to familiar faces, novel faces elicited a larger evoked response over parietal cortex (Fig. 4, right panel) and the signal was less variable. It is possible that the evoked response captures the restructuring of the underlying correlation weights of the network architecture in order to establish “meaning” or context for the novel stimuli. As information builds up in the network’s correlational properties, the repertoire of brain responses associated with that stimulus increases resulting in a more variable brain signal.

Our results are counter to the notion of memories as stable associative attractor networks, familiar stimuli elicit unique connectivity patterns, which are represented by a single attractor state. Novel stimuli are not associated with a particular attractor state and this causes the system to jump between multiple possible matches eliciting a more variable response. A critical feature of the associative attractor network is that once an attractor state is achieved the system remains fixed in that state. The present results do not refute the existence of associative attractors or their involvement in memory representation; however, the observation that familiar stimuli elicit a more variable response than unfamiliar stimuli suggests that, during memory retrieval, network activity is not fixed but fluid with continuous switches between configurations.

Conclusion

In conclusion, the results converge to reveal a robust relationship between memory content, brain signal variability, and the corresponding network dynamics. Our novel contribution illuminates the importance of brain signal variability, demonstrating that variability during memory processing provides a window into knowledge representation. Highly familiar faces associated with greater information content elicited a more variable response. Including variability as a key neurological marker of network information processing capacity provides critical information about the complexity of the underlying neural network dynamics and the richness of the associated memory. The present observations, together with the existing empirical and theoretical work exploring the properties of neural network dynamics (Deco et al., 2011; Tsuda, 2001; Varela et al., 2001), move us away from the characterization of mental function as “states” and towards a fluid unfolding of processes that link to human cognition.
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