Nonverbal Social Withdrawal in Depression: Evidence from manual and automatic analyses
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Abstract

The relationship between nonverbal behavior and severity of depression was investigated by following depressed participants over the course of treatment and video recording a series of clinical interviews. Facial expressions and head pose were analyzed from video using manual and automatic systems. Both systems were highly consistent for FACS action units (AUs) and showed similar effects for change over time in depression severity. When symptom severity was high, participants made fewer affiliative facial expressions (AUs 12 and 15) and more non-affiliative facial expressions (AU 14). Participants also exhibited diminished head motion (i.e., amplitude and velocity) when symptom severity was high. These results are consistent with the Social Withdrawal hypothesis: that depressed individuals use nonverbal behavior to maintain or increase interpersonal distance. As individuals recover, they send more signals indicating a willingness to affiliate. The finding that automatic facial expression analysis was both consistent with manual coding and revealed the same pattern of findings suggests that automatic facial expression analysis may be ready to relieve the burden of manual coding in behavioral and clinical science.
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1. Introduction

Unipolar depression is a common psychological disorder and one of the leading causes of disease burden worldwide [56]; its symptoms are broad and pervasive, impacting affect, cognition, and behavior [2]. As a channel of both emotional expression and interpersonal communication, nonverbal behavior is central to how depression presents and is maintained [1, 51, 76]. Several theories of depression address nonverbal behavior directly and make predictions about what patterns should be indicative of the depressed state.

The Affective Dysregulation hypothesis [15] interprets depression in terms of valence, which captures the positivity or negativity (i.e., pleasantness or aversiveness) of an emotional state. This hypothesis argues that depression is marked by deficient positivity and excessive negativity. Deficient positivity is consistent with many neurobiological theories of depression [22, 42] and highlights the symptom of anhedonia. Excessive negativity is consistent with many cognitive theories of depression [5, 8] and highlights the symptom of rumination. In support of the Affective Dysregulation hypothesis, with few exceptions [61], observational studies have found that depression is marked by reduced positive expressions, such as smiling and laughter [7, 13, 26, 38, 39, 47, 49, 62, 64, 66, 67, 75, 78, 80, 83]. Several studies also found that depression is marked by increased negative expressions [9, 26, 61, 74]. However, other studies found the opposite effect: that depression is marked by reduced negative expressions [38, 47, 62]. These studies, combined with findings of reduced emotional reactivity using self-report and physiological measures (see Bylsma et al. [10] for a review), led to the development of an alternative hypothesis.

The Emotion Context Insensitivity hypothesis [63] interprets depression in terms of deficient appetitive motivation, which directs behavior towards exploration and the pursuit of potential rewards. This hypothesis argues that depression is marked by a reduction of both positive and negative emotion reactivity. Reduced reactivity is consistent with many evolutionary theories of depression [34, 52, 60] and highlights the symptoms of apathy and psychomotor retardation. In support of this hypothesis, some studies found that depression is marked by reductions in general facial expressiveness [26, 38, 47, 62, 69, 79] and head movement [30, 48]. However, it is unclear how much of this general reduction is accounted for by reduced positive expressions, and it is problematic for the hypothe-
esis that negative expressions are sometimes increased in depression.

As both hypotheses predict reductions in positive expressions, their main distinguishing feature is their treatment of negative facial expressions. The lack of a clear result on negative expressions is thus vexing. Three limitations of previous studies likely contributed to these mixed results.

First, most studies compared the behavior of depressed participants with that of non-depressed controls. This type of comparison is problematic because depression is highly correlated with numerous personality traits that influence nonverbal behavior. For instance, people with psychological disorders in general are more likely to have high neuroticism (more anxious, moody, and jealous) and people with depression in particular are more likely to have low extraversion (less outgoing, talkative, and energetic) [54]. Thus, many previous studies confounded depression with the stable personality traits that are correlated with it.

Second, many studies used experimental contexts of low sociality, such as viewing emotional stimuli while alone. However, many nonverbal behaviors - especially those involved in social signaling - are typically rare in such contexts [36]. Thus, many previous studies may have introduced a “floor effect” by using contexts in which relevant expressions were unlikely to occur in any of the experimental groups.

Finally, most studies examined a limited range of nonverbal behavior. Many aggregated multiple facial expressions into single categories such as “positive expressions” and “negative expressions,” while others used single facial expressions to represent each category (e.g., smiles for positive affect and brow-lowering for negative affect). These approaches assume that all facial expressions in each category are equivalent and will be affected by depression in the same way. However, in addition to expressing a person’s affective state, nonverbal behavior is also capable of regulating social interactions and communicating behavioral intentions [36, 37]. Perhaps individual nonverbal behaviors are increased or decreased in depression based on their social-communicative function. Thus, we propose an alternative hypothesis to explain the nonverbal behavior of depressed individuals, which we refer to as the Social Withdrawal hypothesis.

The Social Withdrawal hypothesis interprets depression in terms of affiliation: the motivation to cooperate, comfort, and request aid. This hypothesis argues that depression is marked by reduced affiliative behavior and increased non-affiliative behavior, which combine to maintain or increase interpersonal distance. This pattern is consistent with several evolutionary theories [1, 76] and highlights the symptom of social withdrawal. It also accounts for variability within the group of negative facial expressions, as each varies in its social-communicative function. Specifically, expressions that signal approachability should be decreased in depression and expressions that signal hostility should be increased. In support of this hypothesis, several ethological studies of depressed inpatients found that their nonverbal behavior was marked by hostility and a lack of social engagement [23, 33, 67, 79].

Findings of decreased smiling in depression also support this interpretation, as smiling is often an affiliative signal [43, 44, 53].

1.1. The Current Study

We address many of the limitations of previous work by: (1) following depressed participants over the course of treatment; (2) observing them during a clinical interview; and (3) measuring multiple, objectively-defined nonverbal behaviors. By comparing participants to themselves over time, we control for stable personality traits; by using a clinical interview, we provide a context that is both social and representative of typical client-patient interactions; and by examining head motion and multiple facial movements individually, we explore the possibility that depression may affect different aspects of nonverbal behavior in different ways.

We measure nonverbal behavior with both manual and automatic coding. In an effort to alleviate the substantial time burden of manual coding, interdisciplinary researchers have begun to develop automatic systems to supplement (and perhaps one day replace) human coders [84]. Initial applications to the study of depression are also beginning to appear [17, 48, 49, 59, 68, 69]. However, many of these applications are “black-box” procedures that are difficult to interpret, some require the use of invasive recording equipment, and most have not been validated against expert human coders.

We examine patterns of head motion and the occurrence of four facial expressions that have been implicated as affiliative or non-affiliative signals (Figure 1). These expressions are defined by the Facial Action Coding System (FACS) [24] in terms of individual muscle movements called action units (AUs).

First, we examine the lip corner puller or smile expression (AU 12). As part of the prototypical expression of happiness, the smile is implicated in positive affect [25] and may signal affiliative intent [43, 44, 53]. Second, we examine the dimpler expression (AU 14). As part of the prototypical expression of contempt, the dimpler is implicated in negative affect [25] and may signal non-affiliative intent [43]. The dimpler can also counteract and obscure an underlying smile, potentially augmenting its affiliative signal and expressing embarrassment or ambivalence [26, 50]. Third, we examine the lip corner depressor expression (AU 15). As part of the prototypical expression of sadness, the lip corner depressor is implicated in negative affect [25] and may signal affiliative intent (especially the desire to show or receive empathy) [44]. Fourth, we examine the lip presser expression (AU 24). As part of the prototypical expression of anger, the lip presser is implicated in negative affect [25] and may signal non-affiliative intent [43, 44, 53]. Finally, we also examine the amplitude
and velocity of head motion. Freedman [35] has argued that movement behavior should be seen as part of an effort to communicate. As such, head motion may signal affiliative intent.

We hypothesize that the depressed state will be marked by reduced amplitude and velocity of head motion, reduced activity of affiliative expressions (AUs 12 and 15), and increased activity of non-affiliative expressions (AUs 14 and 24). We also test the predictions of two established hypotheses. The Affective Dysregulation hypothesis is that depression will be marked by increased negativity (AUs 14, 15, and 24) and decreased positivity (AU 12), and the Emotion Context Insensitivity hypothesis is that the depressed state will be marked by reduced activity of all behavior (AUs 12, 14, 15, 24, and head motion).

2. Methods

2.1. Participants

The current study analyzed video of 33 adults from a clinical trial for treatment of depression [17]. At the time of study intake, all participants met DSM-IV [2] criteria for major depressive disorder [29]. In the clinical trial, participants were randomly assigned to receive either antidepressant medication (i.e., SSRI) or interpersonal psychotherapy (IPT); both treatments are empirically validated for use in depression [45]. Symptom severity was evaluated on up to four occasions at 1, 7, 13, and 21 weeks by clinical interviewers (n=9, all female). Interviewers were not assigned to specific participants and varied in the number of interviews they conducted. Interviews were conducted using the Hamilton Rating Scale for Depression (HRSD) [40], which is a criterion measure for assessing severity of depression. Interviewers all were expert in the HRSD and reliability was maintained above 0.90. HRSD scores of 15 or higher generally indicate moderate to severe depression, and scores of 7 or lower generally indicate a return to normal [65].

Interviews were recorded using four hardware-synchronized analogue cameras. The video data used in the current study came from a camera positioned roughly 15 degrees to the participant’s right; its images were digitized into 640x480 pixel arrays at a frame rate of 29.97 frames per second. Only the first three interview questions (about depressed mood, feelings of guilt, and suicidal ideation) were scored of the zygomatic major muscle and AU 14 indicates contractions of the buccinator muscle. AUs may occur alone or in combination to form more complex expressions.

The facial behavior of all participants was FACS coded from video by certified and experienced coders. Expression onset, apex, and offset were coded for 17 commonly occurring AUs. Overall inter-observer agreement for AU occurrence, quantified by Cohen’s Kappa [16], was 0.75; according to convention, this can be considered good agreement [31]. In order to minimize the number of analyses required, the current study analyzed four of these AUs that are conceptually related to emotion and social signaling (Figure 1).

2.2. Manual FACS Coding

The Facial Action Coding System (FACS) [24] is the current gold standard for facial expression annotation. FACS decomposes facial expressions into component parts called action units (AUs). Action units are anatomically-based facial movements that correspond to the contraction of specific muscles. For example, AU 12 indicates contractions of the zygomatic major muscle and AU 14 indicates contractions of the buccinator muscle. AUs may occur alone or in combination to form more complex expressions.

The facial behavior of all participants was FACS coded from video by certified and experienced coders. Expression onset, apex, and offset were coded for 17 commonly occurring AUs. Overall inter-observer agreement for AU occurrence, quantified by Cohen’s Kappa [16], was 0.75; according to convention, this can be considered good agreement [31]. In order to minimize the number of analyses required, the current study analyzed four of these AUs that are conceptually related to emotion and social signaling (Figure 1).

2.3. Automatic FACS Coding

2.3.1. Face Registration

In order to register two facial images (i.e., the “reference image” and the “sensed image”), a set of facial landmark points is utilized. Facial landmark points indicate the location of important facial components (e.g., eye corners, nose tip, jaw line). Active Appearance Models (AAM) were used to track sixty-six facial landmark points (Figure 2) in the video. AAM is a powerful approach that combines shape and texture variation of an image into a single statistical model that can simultaneously match the face model into a new facial image [19]. Approximately 3% of video frames were manually annotated for each subject to train the AAMs. The tracked images were automatically aligned using a gradient-descent AAM fitting algorithm [57]. In order to enable comparison between images, differences in scale, translation, and rotation were removed using a two dimensional similarity transformation.

2.3.2. Feature Extraction

Facial expressions appear as changes in facial shape (e.g., curvedness of the mouth) and appearance (e.g., wrinkles and furrows). In order to describe facial expression efficiently, it would be helpful to utilize a representation that can simultaneously describe the shape and appearance of an image. Localized Binary Pattern Histogram
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In machine learning, feature classification aims to as- sign each input value to one of a given set of classes. A well-known classification technique is the Support Vector Machine (SVM). The SVM classifier applies the “kernel trick,” which uses dot product, to keep computational loads reasonable. The kernel functions (e.g., linear, polynomal, and radial basis function) enable the SVM algo- rithm to fit a hyperplane with a maximum margin into the transformed high dimensional feature space. Radial basis function kernels were used in the current study. To build a training set, we randomly sampled positive and negative frames from each subject. To train and test the SVM classifiers, we used the LIBSVM library [12]. To find the best classifier and kernel parameters (i.e., $$C$$ and $$\gamma$$, respectively), we used a “grid-search” procedure during leave-one-out cross-validation [46].

2.3.4. Classifier Training

In many pattern classification applications, the number of features is extremely large. Their high dimensionality makes analysis and classification a complex task. In or- der to extract the most important or discriminant features of the data, several linear techniques, such as Principle Component Analysis (PCA) and Independent Component Analysis (ICA), and nonlinear techniques, such as Kernel PCA and Manifold Learning, have been proposed [32]. We utilized the manifold learning technique to reduce the di- mensionality of the Gabor features. The idea behind this technique is that the data points lie on a low dimensional manifold that is embedded in a high dimensional space [11]. Specifically, we utilized Laplacian Eigenmap [6] to extract the low-dimensional features and then, similar to Mahoor et al. [55], we applied spectral regression to cal- culate the corresponding projection function for each AU. Through this step, the dimensionality of the Gabor data was reduced to 29 features per frame.
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2.3.4. Classifier Training
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2.4. Automatic Head Pose Analysis

A cylinder-based 3D head tracker (CSIRO tracker) [20] was used to model rigid head motion (Figure 3). Angles of the head in the horizontal and vertical directions were selected to measure head pose and motion. These directions correspond to the meaningful motion of head nods and head turns. In a recent behavioral study, the CSIRO tracker demonstrated high concurrent validity with alter- native methods for head tracking and revealed differences in head motion between distressed and non-distressed in- timate partners [41].

For each video frame, the tracker output six degrees of freedom of rigid head motion or an error message that the frame could not be tracked. Overall, 4.61% of frames could not be tracked. To evaluate the quality of the tracking, we visually reviewed the tracking results overlaid on the video. Visual review indicated poor tracking in 11.37% of frames; these frames were excluded from further analysis. To prevent biased measurements due to missing data, head motion measures were computed for the longest segment of continuously valid frames in each interview. The mean duration of these segments was 55.00 and 37.31 seconds for high and low severity interviews, respectively.

For the measurement of head motion, head angles were first converted into amplitude and velocity. Amplitude corresponds to the amount of displacement, and velocity (i.e., the derivative of displacement) corresponds to the speed of displacement for each head angle during the seg- ment. Amplitude and velocity were converted into angular amplitude and angular velocity by subtracting the mean overall head angle across the segment from the head an- gle for each frame. Because the duration of each segment was variable, the obtained scores were normalized by the duration of its corresponding segment.

2.5. Measures

To capture how often different facial expressions oc- curred, we calculated the base rate for each AU. Base rate was calculated as the number of frames for which the AU was present divided by the total number of frames. This measure was calculated for each AU as determined by both manual and automatic FACS coding. To represent head motion, average angular amplitude and velocity were cal- culated using root mean square, which is a measure of the magnitude of a varying quantity.

2.6. Data Analysis

The primary analyses compared the nonverbal behav- ior of participants at two time points: when they were severely depressed and when they had recovered. Because base rates for the AU were highly skewed (each p<0.05 by Shapiro-Wilk test [72]), differences with severity are reported for non-parametric tests: the Wilcoxon Signed Ranks test [82]. Results using parametric tests (i.e., paired t-tests) were comparable.

We compared manual and automatic FACS coding in two ways. First, we measured the degree to which both coding sources detected the same AUs in each frame. This frame-level reliability was quantified using area under the ROC curve (AUC) [28], which corresponds to the auto- matic system’s discrimination (the likelihood that it will correctly discriminate between a randomly-selected posi- tive example and a randomly-selected negative example). Additionally, we measured the degree to which the two methods were consistent in measuring base rate for each
session. This session-level reliability was quantified using intraclass correlation (ICC) [73], which describes the resemblance of units in a group.

3. Results

Manual and automatic FACS coding demonstrated high frame-level and session-level reliability (Table 2) and revealed similar patterns between high and low severity interviews (Table 3). Manual analysis found that two AUs were reduced during high severity interviews (AUs 12 and 15) and one facial expression was increased (AU 14); automatic analysis replicated these results except that the difference with AU 12 did not reach statistical significance. Automatic head pose analysis also revealed significant differences between interviews. Head amplitude and velocity were decreased in high severity interviews (Table 4).

4. Discussion

Facial expression and head motion tracked changes in symptom severity. They systematically differed between times when participants were severely depressed (Hamilton score of 15 or greater) and those during which depression abated (Hamilton score of 7 or less). While some specific findings were consistent with all three alternative hypotheses, support was strongest for Social Withdrawal.

According to the Affective Dysregulation hypothesis, depression entails a deficit in the ability to experience positive emotion and enhanced potential for negative emotion. Consistent with this hypothesis, when symptom severity was high, AU 12 occurred less often and AU 14 occurred more often. Participants smiled less and showed expressions related to contempt and embarrassment more often when severity was high. When depression abated, smiling increased and expressions related to contempt and embarrassment decreased.

There were, however, two findings contrary to Affective Dysregulation. One, AU 24, which is associated with anger, failed to vary with depression severity. Because Affective Dysregulation makes no predictions about specific emotions, this negative finding might be discounted. Anger may not be among the negative emotions experienced in interviews. A second contrary finding is not so easily dismissed. AU 15, which is associated with both sadness and positive affect suppression, was decreased when depression was severe and increased when depression abated. An increase in negative emotion when depression abates runs directly counter to Affective Dysregulation. Thus, while the findings for AU 12 and AU 14 were supportive of Affective Dysregulation, the findings for AU 15 were not. Moreover, the findings for head motion are not readily interpreted in terms of this hypothesis. Because head motion could be related to either positive or negative emotion, this finding is left unaccounted for. Thus, while some findings were consistent with the hypothesis, others importantly were not.

According to the Emotion Context Insensitivity hypothesis, depression entails a curtailment of both positive and negative emotion reactivity. Consistent with this hypothesis, when symptom severity was high, AU 12 and AU 15 occurred less often. Participants smiled less and showed expressions related to sadness less often when severity was high. The decreased head motion in depression was consistent with the lack of reactivity assumed by the hypothesis. When depression abated, smiling, expressions related to sadness, and head motion all increased. These findings are consistent with Emotion Context Insensitivity.

However, two findings ran contrary to this hypothesis. AU 24 failed to vary with depression level, and AU 14 actually increased when participants were depressed. While the lack of findings for AU 24 might be dismissed, for reasons noted above, the results for AU 14 are difficult to explain from the perspective of Emotion Context Insensitivity. In previous research, support for this hypothesis has come primarily from self-report and physiological measures [10]. Emotion Context Insensitivity could reveal a lack of coherence among them. Dissociations between expressive behavior and physiology have been observed in other contexts [58]; depression may be another. Further research will be needed to explore this question.

The Social Withdrawal hypothesis emphasizes behavioral intention to affiliate rather than affective valence. According to this hypothesis, affiliative behavior decreases and non-affiliative behavior increases when severity is high. Decreased head motion together with decreased occurrence of AUs 12 and 15 and increased occurrence of AU 14 all were consistent with this hypothesis. When depression severity was high, participants smiled less, showed expressions related to sadness less often, showed expressions related to contempt and embarrassment more often, and showed smaller and slower head movements. When depression abated, smiling, expressions related to sadness, and head motion increased, while expressions related to contempt and embarrassment decreased. The only mark against this hypothesis is the failure to find a change in AU 24. As a smile control, AU 24 may occur less often than AU 14 and other smile controls. In a variety of contexts, AU 14 has been the most noticed smile control [27, 61]. Little is known, however, about the relative occurrence of different smile controls.

These results suggest that social signaling is critical to understanding the link between nonverbal behavior and depression. When depressed, participants signaled intention to avoid or minimize affiliation. Displays of this sort may contribute to the resilience of depression. It has long been known that depressed behavior is experienced as aversive by non-depressed persons [21]. Expressive behavior in depression may discourage social interaction and support that are important to recovery. Ours may be the first study to reveal specific displays responsible for the relative isolation that depression achieves.

Previous work called attention to social skills deficits [70] as the source of interpersonal rejection in depression.
According to this view, depressed persons are less adept at communicating their wishes, needs, and intentions with others. This view is not mutually exclusive with the Social Withdrawal hypothesis. Depressed persons might be less effective in communicating their wants and desires and less effective in resolving conflict, yet also signal lack of intention to socially engage with others to accomplish such goals. From a treatment perspective, it would be important to assess which of these factors were contributing to the social isolation experienced in depression.

The automatic facial expression analysis system was consistent with manual coding in terms of frame-level discrimination. The average AUC score across all AUs was 0.86, which is comparable with or better than other studies that detected AUs in spontaneous video [4, 18, 81, 85]. The automatic and manual systems were also highly consistent in terms of measuring the base rate of each AU in the interview session; the average ICC score across all AUs was 0.91. Furthermore, the significance tests using automatic coding were very similar to those using manual coding. The only difference was that the test of AU 12 base rate was significant for manual but not automatic coding, although the findings were in the same direction. To our knowledge, this is the first study to demonstrate that automatic and manual FACS coding are fungible; automatic and manual coding reveal the same patterns. These findings suggest automatic coding may be a valid alternative to manual coding. If so, this would free research from the severe constraints of manual coding. Manual coding requires hours for a person to label a minute or so of video, and that is after what is already a lengthy period of about 100 hours to gain competence in FACS.

The current study represents a step towards comprehensive description of nonverbal behavior in depression (see also [26, 38]). Analyzing individual AUs allowed us to identify a new pattern of results with theoretical and clinical implications. However, this fine-grained analysis also makes interpretation challenging because we cannot definitively say what an individual AU means. We address this issue by emphasizing the relation of AUs to broad dimensions of behavior (i.e., valence and affiliation). We also selected AUs that are relatively unambiguous. For example, we did not include the brow lowerer (AU 4) because it is implicated in fear, sadness, and anger [25] as well as concentration [3] and is thus ambiguous.

In conclusion, we found that high depression severity was marked by a decrease in specific nonverbal behaviors (AU 12, AU 15, and head motion) and an increase in at least one other (AU 14). These results help to parse the ambiguity of previous findings regarding negative facial expressions in depression. Rather than a global increase or decrease in such expressions, these results suggest that depression affects them differentially based on their social-communicative value: affiliative expressions are reduced in depression and non-affiliative expressions are increased. This pattern supports the Social Withdrawal hypothesis: that nonverbal behavior in depression serves to maintain or increase interpersonal distance, thus facilitating social withdrawal. Additionally, we found that the automatic coding was highly reliable with manual coding, yielded convergent findings, and appears ready for independent use in clinical research.
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Figure 1: Example images of AU 12, AU 14, AU 15, and AU 24

Figure 2: AAM Facial Landmark Tracking [19]

Figure 3: CSIRO Head Pose Tracking [20]
Table 1: Participant groups and demographic data

<table>
<thead>
<tr>
<th></th>
<th>Database</th>
<th>Responders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Subjects</td>
<td>33</td>
<td>19</td>
</tr>
<tr>
<td>Number of Sessions</td>
<td>69</td>
<td>38</td>
</tr>
<tr>
<td>Average Age (years)</td>
<td>42.3</td>
<td>42.1</td>
</tr>
<tr>
<td>Gender (% female)</td>
<td>66.7%</td>
<td>63.2%</td>
</tr>
<tr>
<td>Ethnicity (% white)</td>
<td>87.9%</td>
<td>89.5%</td>
</tr>
<tr>
<td>Medicated (% SSRI)</td>
<td>45.5%</td>
<td>42.1%</td>
</tr>
</tbody>
</table>

Table 2: Reliability between manual and automatic FACS coding

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Frame-level</th>
<th>Session-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>AU 12</td>
<td>AUC = 0.82</td>
<td>ICC = 0.93</td>
</tr>
<tr>
<td>AU 14</td>
<td>AUC = 0.88</td>
<td>ICC = 0.88</td>
</tr>
<tr>
<td>AU 15</td>
<td>AUC = 0.78</td>
<td>ICC = 0.90</td>
</tr>
<tr>
<td>AU 24</td>
<td>AUC = 0.95</td>
<td>ICC = 0.94</td>
</tr>
</tbody>
</table>

Table 3: Facial expression during high and low severity interviews, Average base rate

<table>
<thead>
<tr>
<th></th>
<th>Manual Analysis</th>
<th>Automatic Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>AU 12</td>
<td>19.1%</td>
<td>22.3%</td>
</tr>
<tr>
<td>AU 14</td>
<td>24.7%</td>
<td>27.8%</td>
</tr>
<tr>
<td>AU 15</td>
<td>05.9%</td>
<td>08.5%</td>
</tr>
<tr>
<td>AU 24</td>
<td>12.3%</td>
<td>18.4%</td>
</tr>
</tbody>
</table>

* p<0.05 vs. high severity interview by Wilcoxon Signed Rank test

Table 4: Head motion during high and low severity interviews, Average root mean square

<table>
<thead>
<tr>
<th>Head Motion</th>
<th>High Severity</th>
<th>Low Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical Amplitude</td>
<td>0.0013</td>
<td>0.0029 *</td>
</tr>
<tr>
<td>Vertical Velocity</td>
<td>0.0001</td>
<td>0.0005 **</td>
</tr>
<tr>
<td>Horizontal Amplitude</td>
<td>0.0014</td>
<td>0.0034 **</td>
</tr>
<tr>
<td>Horizontal Velocity</td>
<td>0.0002</td>
<td>0.0005 **</td>
</tr>
</tbody>
</table>

* p<0.05, ** p<0.01 vs. high severity interviews by Wilcoxon Signed Rank test