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1. Introduction
In this paper we consider a two-machine flowshop-scheduling problem where n jobs have to be processed. All jobs must be processed first by machine 1 and next by machine 2, and each job i is defined by processing times a_i and b_i on machines 1 and 2, respectively. All jobs share the same due date d, which is unknown and is a variable of the problem. Let C_{i,j} be the completion time of job i on machine j, and U_i = 1 if job i is late, i.e., if C_{i,2} > d. Otherwise, U_i = 0. Let U be the number of late jobs, \sum_{i=1}^n U_i, and the aim is to minimize U as well as the common due date d. A solution is a pair (s, d'), where s is a schedule and d' is its common due date, to which a criteria vector [U(s); d'] is associated. A solution (s, d') is a strict pareto optimum if and only if there does not exist another solution (s', d'') such that U(s') \leq U(s) and d'' \leq d' with at least one strict inequality. Accordingly, criteria vector [U(s); d'] is said to be strictly nondominated. The enumeration of strict pareto optima is often restricted to enumeration of one solution per strictly nondominated criteria vectors. Let E be this restricted set of strict pareto optima. We focus on enumeration of set E: following the classic three-field notation (Graham et al. 1979) extended to multicriteria scheduling problems (T’kindt and Billaut 2002), this problem can be referred to as F2|d_i = d, unknown d|d, U. This work takes place in the context of common due date assignment and scheduling problems (Gordon et al. 2002, 2004).
Related problems have been tackled in the literature. When only criterion U is minimized, the F2|d_i|U problem is \mathcal{NP}-hard and a branch-and-bound algorithm is provided by Hariri and Potts (1989). For some particular cases, polynomial-time algorithms are presented by Ho and Gupta (1995). When only two machines are available, several heuristics and polynomially solvable particular cases are proposed by Gupta and Hariri (1997). Jozefowska et al. (1994) show that the F2|d_i = d|U problem is weakly \mathcal{NP}-hard and a dynamic-programming algorithm is provided by Lawler and Moore (1969). Several heuristics (Gupta and Hariri 1994) and an efficient branch-and-bound algorithm (Della Croce et al. 2000) have also been designed. When considering more than a single criterion (see the recent survey of Hoogeveen 2005), the most closely related problem in the literature is the F2|d_i|\text{C}_{\text{max}}, U problem (Liao et al. 1997), for which a branch-and-bound algorithm to calculate E is set up. However, to the best of our knowledge, no work exists on the F2|d_i = d, unknown d|d, U problem in this paper.
Structural properties and complexity issues are discussed in §2. A mathematical-programming formulation, from which cuts and a simple variable-fixing technique are derived, is introduced in §3. Section 4 presents an heuristic and a branch-and-bound algorithm, and in §5 computational experiments show the effectiveness of the proposed algorithms.

2. Properties and Complexity

To enumerate strict pareto optima, a classic approach iteratively solves ε-constrained problems (T’Kindt and Billaut 2002). The ε-constrained problem we consider minimizes the common due date d subject to \( \bar{U} \leq \varepsilon \) for \( \varepsilon = 0, 1, \ldots, n - 1, n \). The corresponding scheduling problem is referred to as \( F2|d_i = d, \text{unknown} \ d | e(d/\bar{U}) \). Generally speaking, for each strict pareto optimum \((s, d')\), there exists an \( \varepsilon \) such that \((s, d')\) is an optimal solution of the \( F2|d_i = d, \text{unknown} \ d | e(d/\bar{U}) \) problem. However the converse is not always true (T’Kindt and Billaut 2002), i.e., the optimal solution of an ε-constrained problem may not be a strict pareto optimum for some values of \( \varepsilon \). Despite this general bad result, we can state the following lemma.

Lemma 1. Any optimal solution \((s, d')\) to the \( F2|d_i = d, \text{unknown} \ d | e(d/\bar{U}) \) problem is a strict pareto optimum for criteria \( d \) and \( \bar{U} \).

Proof. All optimal solutions \((s, d')\) of the ε-constrained problems are such that there exists a job \( i \) that completes, on the second machine, at time \( d' \) (this can be simply proved by contradiction as the common due date must be minimized). The first implication is that the constraint \( \bar{U} \leq \varepsilon \) of the \( F2|d_i = d, \text{unknown} \ d | e(d/\bar{U}) \) problem is necessarily satisfied at the equality in all optimal solutions. The proof of the result is now straightforward. Consider an optimal solution \((s, d')\) of the ε-constrained problem for a given \( \varepsilon \). We have \( \bar{U}(s) = \varepsilon \) and due to the optimality of solution \((s, d')\) we cannot find a solution \((s', d')\) such that \( d' < d' \). Hence, \((s, d')\) is a strict pareto optimum. \( \square \)

Due to the remarks in Lemma 1, solving the \( F2|d_i = d, \text{unknown} \ d | e(d/\bar{U}) \) problem reduces to finding a schedule of \( n - \varepsilon \) jobs with a minimum makespan value. We now turn to the enumeration of strict pareto optima and complexity results.

Lemma 2. There are exactly \( n + 1 \) strict pareto optima in \( E \).

Proof. A consequence of Lemma 1 and its proof is that there are at most \( n + 1 \) distinct values of criterion \( \bar{U} \). As there is no \( \varepsilon \) for which this problem is infeasible, we have \( |E| = (n + 1) \). \( \square \)

Lemma 3. The \( F2|d_i = d, \text{unknown} \ d | e(d/\bar{U}) \) problem is \( \mathcal{NP} \)-hard.

Proof. Consider the symmetric ε-constrained problem, denoted \( F2|d_i = d, \text{unknown} \ d | e(U/d) \). This is equivalent to the \( F2|d_i = D|\bar{U} \) problem where \( D \) is the bound imposed on the common due date \( d \) in the symmetric problem. Hence, as the \( F2|d_i = D|\bar{U} \) problem is \( \mathcal{NP} \)-hard (Jozefowska et al. 1994), the symmetric problem is also \( \mathcal{NP} \)-hard. Since \( \bar{U} \) can take \( n + 1 \) distinct values, the decision problem associated with the symmetric problem, referred to as \( F2|d_i = d, \text{unknown} \ d, d \leq D, \bar{U} \leq \varepsilon \), is \( \mathcal{NP} \)-complete. It is remarkable that this decision problem is also the decision problem associated with the \( F2|d_i = d, \text{unknown} \ d | e(U/d) \) problem in this paper. Hence, the latter problem is \( \mathcal{NP} \)-hard. \( \square \)

We are now ready to state the complexity of the enumeration problem.

Lemma 4. The enumeration problem \( F2|d_i = d, \text{unknown} \ d | \bar{U} \) is weakly \( \mathcal{NP} \)-hard.

Proof. Due to Lemmas 2 and 3, the enumeration problem is also \( \mathcal{NP} \)-hard. We now provide a pseudo-polynomial-time algorithm to solve this problem. Consider the pseudo-polynomial dynamic programming procedure for the \( F2|d_i = d|\bar{U} \) problem presented by Jozefowska et al. (1994). That procedure computes the minimum number of late jobs in a two-machine flowshop, with common due date \( d \), with complexity \( O(n^2 d^2) \). The optimal solution value is \( f^d_k(0, 0) \) where \( f^d_k(t_1, t_2) \) denotes a problem with common due date \( d \), the minimum weighted number of late jobs for the jobs in \{i | k \leq i \leq n\}, provided that the first early job in \{i | k \leq i \leq n\} starts processing at time \( t_1 \) on the first machine and no earlier than time \( t_2 \) on the second machine (as all possible starting times from 0 to \( d \) must be considered for both machines, this gives rise to the above complexity). Let us apply the above procedure with common due date \( D \) corresponding to the makespan obtained by the Johnson (1954) algorithm when computing the optimal schedule for the \( F2|C_{\max} \) problem. Since \( f^{D-j}_i(j, j) = f^{D-i}_i(0, 0) \), the values \( f^{D}_i(j, j) \) for \( j = 0, \ldots, D \) provide the optimal solution to the \( F2|d_i = d|\bar{U} \) problem for all values of \( d \) with \( 0 \leq d \leq D \). To solve the enumeration problem, it is then sufficient to compare the pairs \( f^{D}_i(j, j), f^{D+j+1}_i(j+1, j+1) \) for \( j = 0, \ldots, D \) (taking \( O(D) \) time). Whenever \( f^{D}_i(j, j) < f^{D+j+1}_i(j+1, j+1) \) occurs, we can assume that \( f^{D}_i(j, j), D - j \) is a strictly non dominated criteria vector as \( D - j \) is the smallest value of the common due date that enables us to obtain only \( f^{D}_i(j, j) \) late jobs. By comparing all the above pairs, we get \( E \). As the dynamic-programming step requires \( O(nD^2) \) time and the comparison step requires \( O(D) \) time, the overall complexity remains \( O(nD^2) \), which is pseudo-polynomial. \( \square \)

Notice that, as the enumeration problem is weakly \( \mathcal{NP} \)-hard, the same occurs with the \( F2|d_i = d, \)
unknown \( d|e(d/\overline{U}) \) problem. Besides, solving the former can be easily achieved by simply running an optimal procedure \( n + 1 \) times for the latter. Accordingly, we focus below on the solution of the \( F2|d_i = d, \ unknown \ d|e(d/\overline{U}) \) problem for any given \( \epsilon \). A dominance condition proposed by Della Croce et al. (2000) for the \( F2|d_i = d|U \) problem is also valid for the \( \epsilon \)-constrained problem.

**Theorem 1.** Let \( j \) and \( i \) be two jobs such that \( a_j \leq a_i \) and \( b_j \leq b_i \). There exists an optimal solution such that:

1. if \( j \) is late, then \( i \) is also late, and
2. if \( i \) is early, then \( j \) is also early.

From this result we derive two simple properties of our bicriteria problem.

**Lemma 5.** Let \( i \) be a job and \( T \) be the set of jobs \( j \) such that \( a_j \leq a_i \) and \( b_j \leq b_i \). If \( |T| \geq n - \epsilon \) then there exists at least one optimal solution of the \( F2|d_i = d, \ unknown \ d|e(d/\overline{U}) \) problem in which job \( i \) is late.

**Proof.** Assume that \( |T| \geq n - \epsilon \). Due to Theorem 1, there exists an optimal solution in which job \( i \) is late, because otherwise all the above-quoted jobs \( j \) should also be early, which would result in having too many early jobs. \( \Box \)

**Lemma 6.** Let \( i \) be a job and \( T \) be the set of jobs \( j \) such that \( a_j \geq a_i \) and \( b_j \geq b_i \). If \( |T| \geq \epsilon \) then there exists at least one optimal solution of the \( F2|d_i = d, \ unknown \ d|e(d/\overline{U}) \) problem in which job \( i \) is early.

**Proof.** Similar to the proof of Lemma 5. \( \Box \)

Notice that the three results above are used in the design of the exact algorithm presented in §4.

### 3. An Integer-Programming Formulation

The integer-programming formulation proposed in this section is very similar to Della Croce et al. (2000) for the \( F2|d_i = d|U \) problem, which is based on the formulation of a special knapsack problem. First assume that jobs are ordered using the Johnson (1954) algorithm and indexed according to this order. The correctness of the model is based on the following two straightforward properties.

**Property 1.** If the set \( \Omega \) of the \( n - \epsilon \) early jobs is fixed, then the optimal value of the common due date \( d \) is \( \max(J(\Omega)) \) where \( J \) refers to Johnson’s algorithm.

**Property 2.** Let \( s \) be the schedule calculated by Johnson’s algorithm on a set \( \Omega \) of \( n \) jobs. Consider a job \( k \in \Omega \) and let \( s_k \) be the schedule where job \( k \) has been removed. We have \( \max(s_k) = \max(J(\Omega - \{k\})) \), where \( J \) refers to Johnson’s algorithm.

The model is given in Figure 1 and involves two sets of constraints. Constraint (I) implies that there are exactly \( \epsilon \) late jobs, and constraints (II) are critical-path constraints that define the value of the common due date \( d \). Notice that these last constraints are “knapsack-like” constraints.

It is obvious that the solution of the linear-programming relaxation of the mathematical formulation given in Figure 1 leads to a lower bound on the optimal solution value. Let \( LBP_1 \) be this lower bound. It is also possible to derive a straightforward upper bound starting from the solution of the linear-programming relaxation and by applying a basic rounding procedure: sort the variables \( x_i \) by increasing the value of \( \min(x_i, 1 - x_i) \) and assign variables, following the obtained order, to the closest integer value until we obtain either \( \epsilon \) variables equal to 0, or \( n - \epsilon \) variables equal to 1. All remaining fractional variables are therefore rounded to 0 or 1 depending on the stopping configuration. Let \( UBP_1 \) be the common due date for the integer solution.

Consider now the linear-programming formulation of the problem where we assume that job \( k + 1 \) in Johnson’s order is the first job such that \( a_{k+1} > b_{k+1} \) (hence, \( a_i \leq b_i \) for \( i = 1, \ldots, k \)). Substitute in each constraint the term \( a_i + b_i \) with \( \max(a_i, b_i) \). The first knapsack-like constraint becomes \( \sum_{i=1}^{n} b_i x_i \leq d \), the \( k \)th knapsack-like constraint becomes \( \sum_{i=1}^{k} a_i x_i + \sum_{j=k+1}^{n} b_j x_j \leq d \), the \((k + 1)\)th knapsack-like constraint becomes \( \sum_{i=1}^{k+1} a_i x_i + \sum_{j=k+2}^{n} b_j x_j \leq d \), and the last knapsack-like constraint becomes \( \sum_{i=1}^{n} a_i x_i \leq d \).

Let \( PR \) be the corresponding model. Obviously, the optimal solution value \( LB_{PR} \), of model \( PR \) constitutes a lower bound on the optimal solution of the original problem. Further, it is easy to see that in \( PR \), all knapsack-like constraints except the first and the last become redundant, namely the first knapsack-like constraint dominates the \( j \)th constraint for \( j = 2, \ldots, k \) (all the coefficients of the first constraint are greater than or equal to the corresponding coefficients of the \( j \)th constraint) and, analogously, the last knapsack-like constraint dominates the \( i \)th constraint for \( i = k + 1, \ldots, n - 1 \). Then, the optimal solution of \( PR \) and correspondingly \( LB_{PR} \) can be computed in \( O(n \log n) \) time by enumerating all possible cases: first take the
n − ϵ variables with the smallest \( b_i \) for \( i = 1, \ldots, k \), next take the \( n − ϵ − 1 \) variables with the smallest \( b_i \) for \( i = 1, \ldots, k \) and the smallest \( a_i \) for \( j = k + 1, \ldots, n \), etc.

A straightforward upper bound on the optimal solution value of the original model can be determined by computing the value of the common due date in the original model if the same assignment of the \( x_i \) variables in the optimal solution of model (PR) is maintained: let UBPR be this upper bound.

**Lemma 7.** The equation
\[
\frac{\text{min}[UB_{LP}, UB_{PR}]}{\text{max}[LB_{LP}, LB_{PR}]} \leq 2,
\]
and this ratio is asymptotically tight.

**Proof.** Consider UBPR/LBPR and remember that UBPR is obtained by calculating the value of the common due date in the original model, starting from the feasible solution given by the optimal solution of (PR). As in (PR), we have simply substituted \( a_i + b_i \) with max\( \{a_i, b_i\} \), so the coefficients in the original model are at most twice the coefficients of (PR). Hence, UBPR/LBPR ≤ 2 and, correspondingly,
\[
\min[UB_{LP}, UB_{PR}] / \max[LB_{LP}, LB_{PR}] \leq UBPR/LBPR \leq 2.
\]
For the tightness, consider \( n \) jobs with \( a_i = b_i = 1 \) in the case \( ϵ = n − 1 \). In that case, LBPR = 1 and UBPR = UBPR = 2. We have LBPR = 2/n + (n − 1)/n = (n + 1)/n. Then, \min[UB_{LP}, UB_{PR}] / \max[LB_{LP}, LB_{PR}] = 2n/(n + 1/n) and lim \( n \to \infty \), \min[UB_{LP}, UB_{PR}] / \max[LB_{LP}, LB_{PR}] = 2. □

In the remainder of this section we provide a variable-fixing technique to reduce the size of the problem, and several logic cuts on the mathematical formulation.

### 3.1. A Variable-Fixing Technique

In our problem, the gap UBPR − LBPR is rather limited. Let \( r_j \) indicate the reduced cost of variable \( x_j \), and let \( M \) indicate the optimal basis in the relaxed continuous problem. The following classic inequality on the reduced costs in linear programming obviously holds:
\[
\sum_{j \in M} r_j x_j \leq [UB_{LP} − LB_{LP}].
\]
Then, as shown by Osorio et al. (2002), it is possible to fix to 0 all variables \( x_j \) with \( r_j \) ≥ [UB_{LP} − LB_{LP}] as the setting \( x_j = 1 \) immediately induces a solution whose value is certainly at least UBLP. Though not mentioned by Osorio et al. (2002), this variable-fixing technique can be applied not only to the \( x_j \) variables of the original problem not belonging to the optimal basis of the relaxed continuous problem, but also to the slack variables \( s_j \) coupled to the variables \( x_j \) in the constraints \( x_j \leq 1 \), which can be reformulated as \( x_j + s_j = 1 \). This leads to fixing to 1 those \( x_j \) that have necessarily \( s_j = 0 \).

### 3.2. Logic Cuts on the Linear-Programming Formulation

In this section we provide problem-dependent cuts to strengthen the linear-programming relaxation of the model in Figure 1. Consider in the linear-programming formulation a pair of consecutive constraints expressed as:
\[
A = a_1 x_1 + \cdots + a_{i+1} x_{i+1} + (a_i + b_i) x_i + b_{i+1} x_{i+1} \\
+ \cdots + b_n x_n \leq d \\
B = a_1 x_1 + \cdots + a_i x_i + (a_{i+1} + b_{i+1}) x_{i+1} + b_{i+2} x_{i+2} \\
+ \cdots + b_n x_n \leq d
\]

Notice that the two constraints differ only for the coefficients of variables \( x_i \) and \( x_{i+1} \). Consider now a surrogate relaxation of these two constraints with surrogate vector \([1, 1]\). With respect to the linear-programming formulation, we get \( A + B \leq 2d \). However, if we take into account the fact that variables \( x_i \) and \( x_{i+1} \) can be only 0 or 1, the following exhaustive four cases hold:

1. \( x_i = 0, x_{i+1} = 1 \). Then, \( A = B - a_{i+1} \) and as \( B \leq d \), we have \( A + B = 2B - a_{i+1} \leq 2d - a_{i+1} \).
2. \( x_i = 1, x_{i+1} = 0 \). Then, \( B = A - b_i \) and as \( A \leq d \), we have \( A + B = 2A - b_i \leq 2d - b_i \).
3. \( x_i = 1, x_{i+1} = 1 \). Then, let \( C = a_1 x_1 + \cdots + a_{i-1} x_{i-1} + a_i + b_i + x_i \) and we have \( A = C + b_i \) and \( C = a_i + b_i + b_i x_i \).
4. \( x_i = 0, x_{i+1} = 0 \). In this case both constraints \( i \) and \( i + 1 \) are not tight and are therefore dominated by the first constraint (preceding or following constraints \( i \) and \( i + 1 \)) whose corresponding variable is set to 0. If it is the \( h \)th constraint of type \( H = a_1 x_1 + \cdots + a_h x_h + a_{h+1} x_{h+1} + \cdots + b_n x_n \leq d \) preceding constraint \( i \), then we have \( A + B \leq H \) and hence \( A + B \leq 2d - 2a_i \). If it is the \( l \)th constraint of type \( L = a_1 x_1 + \cdots + a_{l-1} x_{l-1} + (a_l + b_l) x_l + b_{l+1} x_{l+1} + \cdots + b_n x_n \leq d \) following constraint \( i \), then \( A + B \leq L - a_l \) and hence \( A + B \leq 2d - 2a_i \). Consequently, \( A + B \leq 2d - \min_{h<i<l}[2b_h, 2a_i] \).

Putting things together, we obtain:
\[
\tau = \min_{1 \leq i \leq n - 1, 1 \leq j \leq n} \{a_i + b_i, a_{i+1} - b_i, 2b_h, 2a_i\},
\]

(1)

Thus it is possible to generate, for all pairs of consecutive constraints, a first set of \( n - 1 \) problem-dependent cuts. It is possible to particularize these cuts for a given subproblem, i.e., when some variables are fixed. Going back to the above exhaustive four cases, if we know the value of \( x_i \) or \( x_{i+1} \), the value of \( \tau \) may obviously be increased. Let \( \tau_{i,k} \) be the value of \( \tau \) if variable \( x_i \) has value \( k \in \{0, 1\} \). We obtain \( \tau_{i,0} = \min_{1 \leq i \leq n - 1, 1 \leq j \leq n} \{a_i, 2b_h, 2a_i\} \), \( \tau_{i,1} = \min \{b_i, |a_{i+1} - b_i|\}, \tau_{i+1,0} = \min_{1 \leq i \leq n - 1, 1 \leq j \leq n} \{b_i, 2b_h, 2a_i\} \),
$2a_i$, and $\tau_{i+1} = \min\{a_{i+1}, |a_{i+1} - b_i|\}$. In addition, if both $x_i$ and $x_{i+1}$ are fixed then it is useless to generate the cut related to the constraints in which $A$ and $B$ were defined.

The final expression of the cuts is conservative in the sense that we consider the smallest value to be subtracted from $2d$ in the surrogate constraint. However, the linear-programming solution may have non-integer values for some variables, and we may wish to penalize that as well. Hence, the four exhaustive cases can be updated as follows:

1. The minimum value $\tau$ is obtained for $x_i = 0$, $x_{i+1} = 1$. Then, we want to penalize the possibility of having $x_i > 0$ and $x_{i+1} < 1$. Notice that, in the optimal solution, if $x_i > 0$, then $x_{i+1} = 1$. Analogously, if $x_{i+1} < 1$, then $x_i = 0$. Hence, $A + B \leq 2d - \tau - (\tau_{i+1} - \tau)x_i$ and $A + B \leq 2d - \tau - (\tau_{i+1} - \tau)(1 - x_{i+1})$.

2. The minimum value $\tau$ is obtained for $x_i = 1$, $x_{i+1} = 0$ and we want to penalize the possibility of having $x_i < 1$ and $x_{i+1} > 0$. In this case, $A + B \leq 2d - \tau - (\tau_{i+1} - \tau) x_i$ and $A + B \leq 2d - \tau - (\tau_{i+1} - \tau)(1 - x_{i+1})$.

3. The minimum value $\tau$ is obtained for $x_i = 1$, $x_{i+1} = 1$ and we want to penalize the possibility of having $x_i < 1$ and $x_{i+1} < 1$. In this case, $A + B \leq 2d - \tau - (\tau_i - \tau)(1 - x_i)$ and $A + B \leq 2d - \tau - (\tau_{i+1} - \tau)(1 - x_{i+1})$.

4. The minimum value $\tau$ is obtained for $x_i = 0$, $x_{i+1} = 0$ and we want to penalize the possibility of having $x_i > 0$ and $x_{i+1} > 0$. In this case, $A + B \leq 2d - \tau - (\tau_i - \tau)x_i$ and $A + B \leq 2d - \tau - (\tau_{i+1} - \tau)x_{i+1}$.

Considering these four updated cases, we can generate, for all pairs of consecutive constraints, a second set of $2(n-1)$ problem-dependent cuts that are stronger than those derived from (1). In the remainder of the paper we consider these cuts as having been generated. Besides, it is possible to specialize them, for a given subproblem, as with the cuts introduced first.

3.3. Covering Inequalities and 1-Cuts

In §3.2, $2(n-1)$ new knapsack-like constraints were derived for the problem formulation. In addition to these cuts, it is possible to define covering inequalities. Consider a derived knapsack-like constraint, or even one from the original problem formulation. It is then possible to build covering inequalities called contiguous 1-cuts by Osorio et al. (2002), taking care to eliminate the redundant ones. The procedure for generating such cuts is in Figure 2. For each constraint, at most $n$ 1-cuts are obtained, where generating each cut requires linear time. Hence, $O(n^2)$ 1-cuts with overall $O(n^3)$ complexity can be obtained.

4. A Branch-and-Bound Algorithm

In this section we describe a branch-and-bound algorithm for the $F2|d_i = d, \text{unknown } d|\epsilon(d/\bar{U})$ problem. This algorithm computes an optimal schedule by exploring a search tree where each node represents a subproblem. The branching scheme is binary, similar to that of the knapsack problem. A node is defined by a set $X$ of jobs scheduled early and a set $T$ of jobs scheduled tardy. The set of unscheduled jobs for a given node is denoted by $\Omega$. A leaf node is one with $|T| = \epsilon$ (and hence $X = X \cup \Omega$) or $|X| = n - \epsilon$ and for this node the common due date is given by $d = C_{\max}(J(X))$ where $J$ refers to Johnson’s algorithm. Starting from a node, two child nodes are created by selecting a job $j \in \Omega$ and assigning it to $X$ and $T$. The choice of job $j$ influences the effectiveness of the branch-and-bound algorithm. For the $F2|d_i = d|\bar{U}$ problem, Della Croce et al. (2000) propose branching from Johnson’s sequence, i.e., select the first job $j$ in sequence $J(\Omega)$. However, preliminary computational experiments showed that, for the $F2|d_i = d, \text{unknown } d|\epsilon(d/\bar{U})$ problem, the best results are obtained when branching from the fractional variable closest to 0.5 in the linear-programming formulation. Intermediate results are obtained when selecting the fractional variable $x_l$ such that the $j$th critical-path constraint gives the value of $d$ in the solution of the linear-programming relaxation (if none exists, branch from the variable closest to 0.5). We also investigated the branching scheme based on pseudo-costs as described by Linderoth and Savelsbergh (1999). It follows that, even if it helps in reducing the number of explored nodes, it is too costly to be used. However, as mentioned in the next section, the branching on pseudo-costs is applied to some particular instances for which branching on the variable closest to 0.5 is inefficient.

Notice that, whenever the branching on a given job $j$ is applied, Theorem 1 is checked possibly to fix further jobs from $\Omega$. In §§4.1–4.4 we describe the other features of the branch-and-bound algorithm.

4.1. Lower-Bound Computation

The basic lower bound $L_{BP}$ we use is calculated by solving the linear-programming relaxation of the model given in §3. If we consider a given node $s$ of
a branch-and-bound search tree, for the jobs in sets $X$ and $T$, the corresponding variables $x_i$ are set to 1 and 0, respectively, and we denote by $\text{LB}_{\cup}(X, T, \Omega)$ the corresponding lower bound.

We consider also the following improved lower bounds:

1. Let $\text{LB}_{\text{cut}}(X, T, \Omega)$ be the lower bound obtained by solving the linear-programming formulation when adding the 2($n - 1$) problem-dependent cuts given in §3.2.

2. Let $\text{LB}_{\text{cover}}(X, T, \Omega)$ be the lower bound obtained by solving the linear-programming formulation when adding all the 1-cuts given in §3.3. Notice that to limit the CPU time required to solve the model and the memory space required to generate the cuts, we compute only the 1-cuts related to the tight constraint in the father-node linear-programming relaxation. This leads to adding at most $n$ cuts to the model.

3. Let $\text{LB}_{\text{cut}}(X, T, \Omega)$ be the lower bound obtained by solving the linear-programming formulation when adding the 2($n - 1$) problem-dependent cuts given in §3.2 and all the 1-cuts, given in §3.3, calculated on those problem-dependent cuts. This leads to adding at most $O(n^2)$ cuts to the model.

Hence, we derive four possible lower bounds at each node of the search tree.

It is remarkable that, on a small number of instances, the lower bound quickly becomes “flat,” i.e., from a father node to its child nodes, the increase in the value of the lower bound is negligible. This yields a situation where the branch-and-bound algorithm is not capable of solving the corresponding instances since it reduces to a full enumeration algorithm. An accurate analysis of this phenomenon leads us to the conclusion that this is due to the branching scheme, which does not select a “good” variable, i.e., a variable capable of making a significant increase in the lower-bound value at the child nodes. In these cases, a very efficient branching scheme is in Linderoth and Savelsbergh (1999) as branching on pseudo-costs. Henceforth, in our branch-and-bound algorithms, when the lower-bound value stagnates, we switch to branching on pseudo-costs.

4.2. Upper-Bound Computation

We compute an upper bound $UB$ at the root node of the search tree as follows. We first calculate the feasible solution starting from the linear-programming relaxation, as indicated in §3. Next, we apply a light local search algorithm (based on swapping pairs of jobs $i, j$ with $i$ early and $j$ tardy) that does not explore the complete neighborhood of the current solution at a given iteration, but rather tries to converge quickly towards a local optimum. From early computational experiments, it appears that exploring the whole neighborhood does not lead to improved results for the branch-and-bound algorithm, but significantly increases the overall solution time.

4.3. Preprocessing the Set of Jobs

It is possible to reduce the set of unscheduled jobs at the root node $s^0$ of the search tree by applying a preprocessing procedure. This procedure partitions the initial set of unscheduled jobs $\Omega$ into three subsets $\Omega^0, X^0$, and $T^0$, with $\Omega = \Omega^0 \cup X^0 \cup T^0$, where sets $\Omega^0, T^0$, and $X^0$ belong to $s^0$. This is done by applying both dominance conditions of §2, the variable-fixing technique of §3.1, and the logic cuts of §3.2, as described in Figure 3. The logic cuts added in the computation of the lower bound in the preprocessing phase are left in the linear-programming formulations of all child nodes of the search tree. This option was shown experimentally to be the best compromise between effectiveness of the preprocessing and overall computing time.

4.4. A Numerical Example

In this section we apply the branch-and-bound algorithm to computation of a strict pareto optimum to an eight-job example with $\epsilon = 6$. In this algorithm at each node we calculate the lower bound $\text{LB}_{\cup}(X, T, \Omega)$ and the cuts are used only in the preprocessing phase. This version of the branch-and-bound algorithm is called BaB in the §5. The data set on which the algorithm is applied is:

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_i$</td>
<td>41</td>
<td>40</td>
<td>39</td>
<td>38</td>
<td>50</td>
<td>71</td>
<td>70</td>
<td>80</td>
</tr>
<tr>
<td>$b_i$</td>
<td>20</td>
<td>50</td>
<td>81</td>
<td>91</td>
<td>80</td>
<td>11</td>
<td>40</td>
<td>10</td>
</tr>
</tbody>
</table>
In the preprocessing phase, due to the dominance conditions given in Lemmas 5 and 6, job 5 is scheduled late. Both an upper bound $UB^0$ and a lower bound $LB^0$ are computed with values 110 and 103, respectively, where the upper-bound value is in fact the optimal solution value (with jobs 1 and 2 early and all the other jobs tardy). Notice that without using the cuts, the obtained lower bound value is 89. The application of the variable-fixing technique leads to scheduling jobs 6 and 7 late. Again, notice that without the cuts, only job 7 would have been scheduled late.

Next, the branching process starts. After creation of the root node $P^0$, job 2 is selected for branching. In the first branch, it is scheduled early and the associated lower bound is equal to 106. At this child node $P^1$, the application of the variable-fixing technique leads to scheduling jobs 3 and 4 late. Consequently, only jobs 1, 5, and 8 remain unassigned. In the second branch, job 2 is scheduled late and the associated lower bound is again equal to 106. At this child node $P^2$, the application of the variable-fixing technique leads to scheduling job 1 early. Consequently, only jobs 3, 4, 5, and 8 remain unassigned.

From both $P^1$ and $P^2$, we branch on job 8 to build 4 child nodes that are all closed because either their lower bound is equal to their upper bound and $UB^0$ is not improved, or their lower bound is greater than $UB^0$. Hence, the optimal solution value is 110, and 7 nodes have been developed. Notice that, without using the cuts in the preprocessing phase, 11 nodes are developed.

5. Computational Experiments

In this section we present computational experiments conducted on the $F_2|d_e = d, d_{\text{unknown}}|e(d/\bar{U})$ problem first, and then on the $F_2|d_e = d, d_{\text{unknown}}|d, \bar{U}$ problem. The data to be generated are the $a_i$'s and $b_i$'s, which are drawn at random using a uniform distribution between 10 and 100 (further testing on a uniform distribution between 1 and 100 provided very similar results, so the performance of the algorithm is substantially unaffected by the distribution of the data). As mentioned in §2 the value $\epsilon$ can take $n + 1$ values. However, the easiest problems seem to be those for which $\epsilon$ is close to 0 or $n$ since they are either solved by the preprocessing step, or solved in the top of the search tree. Henceforth, we consider in these experiments the supposed hardest problems, those with $\epsilon = \lfloor n/2 \rfloor$. Problems with 100, 200, 300, 400, 500, 1,000, 1,500, 2,000, 2,500, and 3,000 jobs are considered and for each problem size, we generate 30 instances. All algorithms were coded in C and tested on a PC Pentium IV 2.8 GHz with 256 MB of memory.

The aim of these experiments is to test different implementations of the branch-and-bound algorithm and to compare them with CPLEX applied to the MIP model given in Figure 1. All solution algorithms were limited to problem sizes on which the average required CPU time on the 30 generated instances is lower than 180 seconds. If an algorithm meets this time limit it is declared “Out of time.”

In Table 1, six distinct versions of the branch-and-bound algorithm are compared to the solution given by CPLEX. In comparison to §4,

- $BaB$ is the algorithm with the lower bound $LB_{LP}(X, T, \Omega)$ calculated at each node,
- $BaB_{cut}$ is the algorithm with the lower bound $LB_{cut}(X, T, \Omega)$ calculated at each node,
- $BaB_{cover}$ is the algorithm with the lower bound $LB_{cover}(X, T, \Omega)$ calculated at each node,
- $BaB_{cover}$ is the algorithm with the lower bound $LB_{cut}(X, T, \Omega)$ calculated at each node,
- $JBaB$ is the algorithm $BaB$ in which we branch from Johnson’s sequence,
- $JBaB_{cut}$ is the algorithm $JBaB_{cut}$ in which we branch from Johnson’s sequence.

Table 1 provides average $(t_{avg})$ and maximum $(t_{max})$ CPU times (in seconds) for each solution algorithm. For the branch-and-bound algorithms, the average $(nd_{avg})$ and maximum $(nd_{max})$ number of nodes are also provided.

Table 1 shows that the most efficient branch-and-bound algorithm is $BaB$, which can solve problems with up to 3,000 jobs in 156 seconds on average. For higher problem sizes, $BaB$ is not capable of running due to high memory requirements of the formulation. CPLEX is outperformed by $BaB$ even if the former requires fewer nodes, on average, to solve the problems.

From the results of $BaB$, $BaB_{cut}$, $BaB_{cover}$, and $BaB_{cover}$ within the branch-and-bound process the cuts do not save time. Only the covering inequalities help reduce the number of explored nodes. This can be explained by the fact that, at the root node of the search tree, we already tighten the LP relaxation by adding the problem-dependent cuts which are left at each node of the search tree. Adding cuts at each node appears useless.

Comparing $JBaB$ and $BaB$ on the one hand, and $BaB_{cut}$ and $JBaB_{cut}$ on the other hand, leads to the conclusion that the branching scheme has a non negligible impact on the effectiveness of the solution process. Branching on the fractional variable closest to 0.5 or on pseudo-costs, when necessary, strongly outperforms the branching following Johnson’s order.

Finally, comparing $JBaB$ and $JBaB_{cut}$ shows the effectiveness of the cuts since the number of nodes is significantly reduced in $JBaB_{cut}$ in comparison to $JBaB$. This is more perceptible than for $BaB$ and $BaB_{cut}$ since there are more explored nodes due to the branching scheme.
Table 1 Comparison of Branch-and-Bound Algorithms

<table>
<thead>
<tr>
<th></th>
<th>CPLEX</th>
<th>BaB</th>
<th>BaB_cut</th>
<th>BaB_cover</th>
<th>JBaB</th>
<th>JBaB_cover</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>t_avg</td>
<td>t_max</td>
<td>n_avg</td>
<td>n_max</td>
<td>t_avg</td>
<td>t_max</td>
</tr>
<tr>
<td>100</td>
<td>0.13</td>
<td>1</td>
<td>44.80</td>
<td>121</td>
<td>0.03</td>
<td>1</td>
</tr>
<tr>
<td>200</td>
<td>0.43</td>
<td>1</td>
<td>64.50</td>
<td>280</td>
<td>0.23</td>
<td>1</td>
</tr>
<tr>
<td>300</td>
<td>1.23</td>
<td>2</td>
<td>114.63</td>
<td>386</td>
<td>0.40</td>
<td>1</td>
</tr>
<tr>
<td>400</td>
<td>2.10</td>
<td>5</td>
<td>63.86</td>
<td>326</td>
<td>0.80</td>
<td>2</td>
</tr>
<tr>
<td>500</td>
<td>3.50</td>
<td>7</td>
<td>84.73</td>
<td>592</td>
<td>1.53</td>
<td>4</td>
</tr>
<tr>
<td>1,000</td>
<td>21.20</td>
<td>52</td>
<td>84.56</td>
<td>428</td>
<td>9.36</td>
<td>28</td>
</tr>
<tr>
<td>1,500</td>
<td>65.70</td>
<td>143</td>
<td>117.40</td>
<td>630</td>
<td>21.46</td>
<td>55</td>
</tr>
<tr>
<td>2,000</td>
<td>136.53</td>
<td>303</td>
<td>79.80</td>
<td>537</td>
<td>49.36</td>
<td>210</td>
</tr>
<tr>
<td>2,500</td>
<td>Out of time</td>
<td>Out of time</td>
<td>Out of time</td>
<td>Out of time</td>
<td>91.50</td>
<td>177</td>
</tr>
<tr>
<td>3,000</td>
<td>Out of time</td>
<td>Out of time</td>
<td>Out of time</td>
<td>Out of time</td>
<td>156.36</td>
<td>341</td>
</tr>
<tr>
<td>3,500</td>
<td>Out of time</td>
<td>Out of time</td>
<td>Out of time</td>
<td>Out of time</td>
<td>3,000</td>
<td>322</td>
</tr>
</tbody>
</table>

Table 2 Comparison of Bounds

<table>
<thead>
<tr>
<th></th>
<th>LB_cut/UB</th>
<th>D_avg</th>
<th>D_max</th>
<th>t_avg</th>
<th>t_max</th>
<th>Fix</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>G_avg</td>
<td>G_max</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>2.06</td>
<td>5.37</td>
<td>37.85</td>
<td>80.00</td>
<td>0.03</td>
<td>1</td>
</tr>
<tr>
<td>200</td>
<td>1.11</td>
<td>2.76</td>
<td>30.69</td>
<td>66.66</td>
<td>0.06</td>
<td>1</td>
</tr>
<tr>
<td>300</td>
<td>0.60</td>
<td>2.05</td>
<td>30.46</td>
<td>50.00</td>
<td>0.23</td>
<td>1</td>
</tr>
<tr>
<td>400</td>
<td>0.53</td>
<td>1.49</td>
<td>26.14</td>
<td>50.00</td>
<td>0.26</td>
<td>1</td>
</tr>
<tr>
<td>500</td>
<td>0.38</td>
<td>1.34</td>
<td>25.98</td>
<td>50.00</td>
<td>0.43</td>
<td>1</td>
</tr>
<tr>
<td>1,000</td>
<td>0.16</td>
<td>0.40</td>
<td>29.82</td>
<td>50.00</td>
<td>3.10</td>
<td>4</td>
</tr>
<tr>
<td>1,500</td>
<td>0.08</td>
<td>0.27</td>
<td>35.97</td>
<td>50.00</td>
<td>9.23</td>
<td>10</td>
</tr>
<tr>
<td>2,000</td>
<td>0.07</td>
<td>0.15</td>
<td>29.16</td>
<td>50.00</td>
<td>23.26</td>
<td>32</td>
</tr>
<tr>
<td>2,500</td>
<td>0.05</td>
<td>0.14</td>
<td>28.33</td>
<td>50.00</td>
<td>43.83</td>
<td>48</td>
</tr>
<tr>
<td>3,000</td>
<td>0.02</td>
<td>0.10</td>
<td>34.44</td>
<td>50.00</td>
<td>96.10</td>
<td>115</td>
</tr>
</tbody>
</table>

where the gap for an instance is defined as \( G = 1,000(UB - LB)/Opt \). The distance of the optimal solution value in comparison with the lower bound is also considered, and we make use of \( D_{\text{avg}} \) and \( D_{\text{max}} \) to refer to the average and maximum distances as percentages, respectively, for a given problem size, where the distance for an instance is \( D = 100(\text{Opt} - LB)/(UB - LB) \).

Table 2 provides average \( t_{\text{avg}} \) and maximum \( t_{\text{max}} \) CPU times (in seconds) for the preprocessing phase. The average number of fixed variables during this phase \( (\text{Fix}, \text{as a percentage of the total number of variables}) \) is also given. As indicated in Figure 3, the preprocessing phase is based on the lower bound \( LB_{\text{cut}} \), i.e., the problem-dependent cuts are added in the linear relaxation. Early computational experiments show that, in comparison with the single linear relaxation, the added cuts significantly help in fixing more variables and tightening the initial interval \([LB; UB]\). However, considering \( LB_{\text{cover}} \) or \( LB_{\text{cover}} \) does
not improve the quality of the preprocessing phase but increases the required CPU time.

Table 2 shows that the number of fixed variables before starting the branch-and-bound process is important, since at least 76% of the variables are fixed. The required CPU time represents almost half of that of the branch-and-bound process.

It is also interesting to notice that the distance indicator $D$ is, on average, always lower than 40%, which means that the lower bound is closer to the optimal solution value than is the upper bound. Even in the worst case reported in column $D_{\text{max}}$, the upper bound is rarely closer to the optimal solution value. The gap indicator $G$ provides additional information and the obtained results show that the gap between the lower and upper bounds is substantially reduced in comparison with the optimal solution value, even in the worst case.

Finally, we test BaB on the enumeration of strict pareto optima, i.e., on each instance we run BaB with all possible values of $\epsilon$ from 0 to $n$. Table 3 presents the average ($t_{\text{avg}}$) and maximum ($t_{\text{max}}$) CPU times (in seconds) required to enumerate the whole set of strict pareto optima. Correspondingly, the average ($nd_{\text{avg}}$) and maximum ($nd_{\text{max}}$) number of nodes are also provided.

Table 3 illustrates the difficulty of the enumeration problem. Even if we use an efficient algorithm capable of calculating a strict pareto optimum for problems with up to 3,000 jobs, getting the $n + 1 = 501$ strict pareto optima for problems with 500 jobs already requires a significant amount of CPU time. This is why we did not proceed further in solving larger problems.

### 6. Conclusions

The solution of a bicriteria two-machine flowshop scheduling problem has been investigated. This problem is $NP$-hard and several structural properties have been proposed. The number of strict pareto optima is $n + 1$. Several branch-and-bound algorithms were next proposed to calculate any strict pareto optimum. They are based on problem-dependent cuts and covering inequalities, as well as an initial preprocessing phase that enables a drastic reduction in the problem size. Experimental results show that this phase enables fixing at least 76% of the problem variables. Experiments showed that the best branch-and-bound algorithm is capable of solving instances of the $F_2|d_i = d, d \text{ unknown}|\epsilon(d/\bar{U})$ problem with up to 3,000 jobs, in less than 180 seconds on average. Instances of the $F_2|d_i = d, d \text{ unknown}|\epsilon(d/\bar{U})$ problem with up to 500 jobs are solved in less than 750 seconds on average.

A possible application of this work is related to the lower-bound computation for other two-machine flowshop problems, such as the $F_2|\sum C_j, \bar{U}$ problem. For any $\epsilon$, the solution value $d$ of the $F_2|d_i = d, d \text{ unknown}|\epsilon(d/\bar{U})$ problem constitutes a lower bound on the completion of the job in position $n - \epsilon$. By computing this bound over all possible values of $\epsilon$, an overall bound on the $\sum C_j$ criterion can be obtained. Also, it is interesting to note that the cuts established in this work can be adapted to several other machine-scheduling problems involving minimization of the number of tardy jobs, such as the $1|d_i|U^\infty$ problem (Potts and van Wassenhove 1988).
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