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Abstract

The use of computer vision for assisting the driver dates back to first research projects in the 80’s, but only recently the progress in vision research and the increase in computational power have resulted in actual products. Although impressive from the robustness point of view, these systems are optimized for specific problems and at best perform reactive tasks like, e.g., lane keeping assistance. However, for a better understanding of generic traffic situations and for assisting the driver in the full range of his actions, integrated and more flexible approaches are needed. In this contribution we propose a vision system that in important aspects is inspired by the human visual system for organizing the different visual routines that need to be carried out. The presented system searches for biological motivation in case classical engineering-based approaches cannot do better or fail. Using a tunable visual attention system and state-of-the-art perception algorithms, the system is capable of analyzing the scenery for task-relevant information in order to provide the driver with assistance in dangerous situations. Our main research focus is on the design of general mechanisms (i.e., not domain or task-specific) that lead to a certain observable behavior without being explicitly designed for this behavior. Using this principle, we aim at developing easily extensible driver assistance systems. The system components are evaluated on a complex inner-city scene and on further real world data. We demonstrate the performance of the integrated vision system in a construction site setup. A traffic jam within the construction site results in a dangerous situation that the system has to identify in order to warn the driver. Different from other systems the detection of the dangerous situation is based on the vision channel alone. Radar is only used to assign distance data to visually detected objects. The contribution represents an important intermediate stage for future, more cognitive driver assistance systems.
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Among the various possible applications of vision systems, the task of driver assistance is highly interesting as it implicitly contains the challenge of understanding a dynamic scene and is at the same time of great commercial and social importance. The goal of building such an intelligent vision system can be approached from two directions: either searching for the best engineering solution or taking the human as a role model. In the latter case, research results from disciplines like, e.g., psychophysics or neurobiology can be used to guide the vision system design. While it may be argued that the quality of an engineered system in terms of isolated aspects like, e.g., object detection or tracking, is often sound, the solutions lack the necessary flexibility. Small changes in the task and/or environment often lead to the necessity of redesigning the whole system. Considering the human vision system, nature has managed to realize a highly flexible system capable of adapting to severe changes in the task and/or the environment. Hence one of our main design goals is to implement a system able to accomplish new tasks without adding modules or changing the system’s structure. Equally, we aim at getting inspiration from the underlying principles of the human vision system and not directly at engineering efforts to attain its measurable abilities.

It is important to note that we do not focus on building a close ‘psychophysical model’ of the human vision system that models all its known aspects as close as possible. Among other things, said models are useful for predicting or explaining measurements in psychophysical studies with humans. Different from such a global paradigm, we mimic functionality-related findings of the human visual pathway in cases known classical approaches do not perform better, are restricted in their flexibility, or perform less robust. Put differently, the contribution aims at realizing a ‘computational model’ of the human vision system that allows robust, real-time operation in a real-world environment (please refer to [1] for a comprehensive discrimination between computational and psychophysical models of the human vision system). The envisioned system modulates and parameterizes submodules without being explicitly designed for specific tasks of a scenario.

Aiming at going beyond standard industrial computer vision applications, there is an increasing emphasis in the computer vision community on building so-called cognitive vision systems [2] (i.e., systems that work according to or get inspiration from human information processing principles) suitable for solving complex vision tasks. One important principle in cognitive systems is the existence of top-down links in the system, i.e., informational links from stages of higher to lower knowledge integration. Top-down links are believed to be a prerequisite for fast-adapting biological systems living in changing environments (see, e.g., [3]).
Returning to the car domain, constraints like, e.g., lane markings and traffic rules restrict the environmental complexity and ease the driving task considerably. Still, vision-based driver assistance functionalities developed up to now are mainly capable of dealing with simple traffic situations. While this already resulted in specialized commercial products improving driving safety (e.g., the ‘Honda Intelligent Driver Support System’ [4] which helps the driver to stay in the lane and maintain the right distance to the preceding car), the problem of developing a generic vision system for advanced driver assistance, i.e., capable of operating in all kinds of challenging situations, is still unsolved.

One possible way to achieve this goal is to realize a task-dependent perception using top-down links. In this paradigm, the same scene can be decomposed in different ways depending on the current task. A promising approach for decomposing the scene is to use a high-performance attention system that can be modulated in a task-oriented way, i.e., based on the current context. For example, while driving at high speed, the central field of the visual scene becomes more important than the surrounding.

Aiming towards such a task-based vision system, this contribution describes a first instance of a vision architecture that is being developed as perceptual front-end of an Advanced Driver Assistance System (ADAS). The proposed system provides a framework that enables the task-dependent tuning of visual processes via object-specific weighting of input features of the attention system. The system generates an appropriate system reaction in dangerous situations (autonomous braking). In major parts, its architecture is inspired by findings in the human visual system and organizes the different functionalities in a similar way. For a first proof of concept, we focus on assisting the driver during a critical situation in a construction site. For the analysis of the attention system, we evaluated the construction site scenario as well as a challenging inner-city traffic scene to illustrate the performance gain of the top-down approach in a more complex environment. Furthermore, additional images of real world traffic scenes are used to evaluate different system modules. The overall system achieves real-time performance on a prototype car and is evaluated offline on 10 construction site streams and online on 60 documented test drives. The obtained results demonstrate the feasibility and benefits of top-down attention and the chosen architectural approach in a complex ADAS.

The contribution is organized as follows: In Section 2 we relate our work to research on visual attention systems and existing car vision architectures. Subsequently, Section 3 provides an overview of the system architecture and goes into the details of the visual attention processes. Evaluation results for the most crucial system modules as well as the overall system performance measured in an experimental setup are given in Section 4. The contribution ends with a summary and an outlook on future work in Section 5.
In the following section, an introduction and overview of existing computational attention models is given. Since the focus of this contribution is on system-related aspects that allows for building the vision part of an Advanced Driver Assistance System running in real-world scenarios, the remaining Section will then focus on existing vision systems suitable for the vehicle domain.

Facilities for controlling and managing traffic are always visually conspicuous. For example, lane markings are white on a typically dark road and traffic signs or traffic lights have bright colors. According to that, in many countries flashy advertisement is prohibited in the proximity of roads. The said examples exploit a key aspect of the human visual processing - the principle of early selection. With vision being the most important sensory modality of humans having the highest information density, the named principle significantly accelerates the processing of vision data. More specifically, the abundance of visual stimuli in the world is prefiltered or preselected early to match the restricted cognitive capacity of the human brain. In plain words, the principle of early selection suppresses sensor data that is not relevant to the current needs or goals of the system causing a colorful, bright traffic sign to visually pop-out in a traffic scenario (see [5] for details). For realizing said early selection principle the human disposes of the so-called attention mechanism, which preselects certain scene elements.

More specifically, the human vision system filters the high abundance of environmental information by attending to scene elements that either pop out most in the scene (i.e., objects that are visually conspicuous) or match the current task best (i.e., objects that are compliant to the current internal state or need/task of the system), while suppressing the rest. For both attention guiding principles psychophysical and neurological evidence exists (see [6,7]).

Furthermore, the psychophysical experiments of Simons and Chabris [8] impressively showed that the task has a modulating effect on attention. The gathered results were formalized in the concept of ‘inattentional blindness’. In their experiments, participants did not notice unexpected events (like a black gorilla walking through an indoor scene) when the task (counting ball contacts of a white basketball team) involved features complementary to the unexpected events (see Fig. 1).

Following this principle, technical vision systems have been developed that prefilter a scene by decomposing it into its features (see [9]) and recombining these to a saliency map that contains high activation at regions that differ strongly from the surroundings (i.e., bottom-up (BU) attention, see [10] for the underlying psychophysical attention model). A well-known computational
BU attention model for saliency calculation is the approach by Itti et al. [11] that is used in a number of implemented systems. More recent system implementations additionally include the modulatory influence of task relevance into the saliency (i.e., top-down (TD) attention), see [12] as one of the first and [13–20] as more recent and probably most influential approaches. Typically, the named systems apply dynamic weights to different processing stages, with the task to find a specific object within a predominantly static indoor scene. A more complete view on a possible architecture for a vision system that incorporates task-dependent visual attention is given by Navalpakkam and Itti [14,21]. The proposed architecture combines top-down (TD) and bottom-up (BU) influences by using TD weights on the calculated BU features. However, there is no separation between the untuned BU-saliency map and the calculated TD saliency maps allowing a weighted combination, which would ensure the preservation of BU influence in all system states. The system is evaluated mainly on static indoor scenes and a few static outdoor scenes. There are only few attention-based vision systems that use a motion feature (see [22–24]). Given the importance of motion in the human visual perception, we see integrating the influence of scene dynamics on attention as a key issue to realize robust human-like vision systems.

In these systems, instead of scanning the whole scene in search of certain objects in a brute force way, the use of TD attention allows a full scene decomposition despite restraints in computational resources. In principle, the vision input data is serialized with respect to the importance to the current task. Based on this, computationally demanding processing stages higher in the architecture work on prefiltered data of higher relevance, which saves computation time and allows complex real-time vision applications.

Endowing a vision architecture for an intelligent car with similar, task-based attention can result in a gain of performance with minimal additional resource requirements (see Section 4).

In [24], we chose the two related top-down attention systems of Navalpakkam [14] and Frintrop [1] for a detailed structural and functional comparison, since these impacted our work most. In [24], we also described and tested approaches
that make our attention system particularly appropriate for the real-world vehicle domain.

However, numerous other psychophysical and computational attention models exist (please refer to [1,?,?]? for a comprehensive overview of the latest developments in attention research and [25] for an overview of related psychophysical studies).

Regarding typical real-world scenarios in the vehicle domain, the robustness of biological attention systems is difficult to achieve, given e.g., the high variability of scene content, changes in illumination, and scene dynamics. Most computational attention models do not show real-time capability and are mainly tested in a controlled indoor environment on artificial scenes. Important aspects discriminating real-world scenes from indoor and artificial scenes are the dynamics in the environment (e.g., changing lighting and weather conditions, dynamic scene content) as well as the high scene complexity (e.g., cluttered scenes). Dealing with such scenarios requires a strong system adaptation capability with respect to changes in the environment.

During the vision system design we aimed at a computational efficient system implementation for online use on vehicles. The overall system should be flexible, meaning that a new system task should not lead to the necessity of realizing new modules or a structural redesign of the whole system. Getting our inspiration from biology we therefore aimed at a system that exhibits specific properties without being specifically designed for these properties (e.g., our system is able to locate the horizon edge or detect fast moving objects or red traffic signs without being explicitly designed for these tasks). More specifically, the design goals of our TD attention sub-system comprised the development of an object- and task-specific tunable saliency map suitable for the real-world scenarios in the car domain.

In this contribution, we focus on important conceptual issues crucial for closing the gap between artificial and natural attention systems operating on real-world scenes. We show the feasibility of our approach on vision data from the car domain. The described TD tunable attention system is used as front-end of the vision system of an advanced driver assistance system (ADAS), whose architecture is in important parts inspired by the human brain.

Coming to attention-related research in the vehicle domain, the task-dependent nature of gazing has also been proven while steering a car. Recently, it was shown in [26] that the performance for dangerous situation detection (a colored motorcycle veering into the vehicle’s path) strongly depends on the feature match between the current distracting visual task and the unexpected obstacle. In another example, the gaze of drivers in a virtual environment was examined [27]. The results show that the performance in detecting stop
signs is heavily modulated by context (i.e., top-down) factors and not only by bottom-up visual saliency.

Turning to the domain of complete vision systems developed for ADAS, there have been few attempts to incorporate aspects of the human visual system. With respect to attention processing, a saliency-based traffic sign detection and recognition system was demonstrated in [28]. In terms of complete vision systems, one of the most prominent examples is a system developed in the group of E. Dickmanns [29]. It uses several active cameras mimicking the active nature of gaze control in the human visual system. However, the processing framework is not closely related to the human visual system. Without a tunable attention system and with TD aspects that are limited to a number of object-specific approaches for classification, no dynamic preselection of image regions is performed. A more biologically inspired approach has been presented by Färber [30]. However, their publication as well as the recently started German Transregional Collaborative Research Centre 'Cognitive Automobiles' [31] address mainly human inspired behavior planning whereas our work described here focuses more on the task-dependent perception aspects.

The only other known vision system approach that attempts to explicitly model aspects of the human visual system is described by [32]. The system is somewhat related to the here presented ADAS. However, published after our work (see, e.g., [33]), the approach allows for a simple attention-based decomposition of road scenes but without incorporating object knowledge or pre-knowledge. Additionally, the overall system organization is not biologically inspired and hence shows limitations in its flexibility.

In contrast to the here presented ADAS, a tendency of most large-scale research projects like, e.g., the European PreVENT project [34] is the decomposition of the overall functionality into many building blocks and combining these blocks into subsets for solving isolated tasks. While this ‘divide and conquer’ approach does lead to impressive results in specific settings, we believe the challenge of integrating all these functionalities into a coherently working flexible system is not yet solved.

In the following Section, the implemented driver system is described in detail. It contains the following community-related novelties:

- A driver assistance system on a prototype vehicle was implemented that allows autonomous emergency braking on highways based on vision as the major cue,
- The realized driver assistance system is based on a computational attention system as generic front-end of all visual processing allowing task-dependent scene decomposition and interpretation in real-time.

On a functional level the following novelties could be reached:
• Computationally efficient decomposition of the Gabor filter response (a specific saliency feature described in Section 3) in on-off and off-on components, allowing a gain in selectivity for the attention system,
• A subfeature normalization procedure that assures the comparability of BU and TD attention without losing information about the absolute signal amplitude,
• A biologically motivated homeostasis approach (see Section 3) for making diverse modalities comparable.

3 SYSTEM ARCHITECTURE

In the following, after defining our design goals, an overview of the implemented vision system structure for driver assistance is given. Subsequently, crucial system parts are described in more detail.

3.1 Design Goals

The following list gives an overview of the design goals that drove our system development. We aimed at:

• Realizing a generic system structure whose modules and links between modules can be modulated (i.e. parameterized) online,
• A system that realizes a specific task-dependent processing without being explicitly designed for these tasks,
• A system that explicitly takes the human as a role model on the micro level (mimicking human signal processing principles, e.g., specific filter kernels that were measured in the brain, retina-like color processing) and on the macro level (mimicking the organization and combination of signal flows in the brain),
• Searching for biological inspiration is not a global paradigm in our design process, in the sense that we mimic functionality-related findings of the human visual pathway only in cases known classical approaches do not perform better.

In order to reach these goals the following cognitive principle were applied or gave us motivation:

• Top-down links (i.e., links from higher levels of system integration that modulate lower levels of system integration) that allow a task-dependent modulation of lower signal processing principles,
The principle of Inhibition of Return, since it increases the efficiency of visual search,

- A visual attention system, since it allows for generic, task-dependent scene decomposition and top-down tuning,

- The principle of early selection that improves the relevancy of input data of higher system levels based on a task-dependent preselection of input data,

- A separation into ‘what’ and ‘where’ processing pathways similar to the assumed organization of the human brain.

3.2 Overview

The overall architecture concept to realize task-based visual processing is depicted in Fig. 2. It contains a distinction between a ‘what’ and a ‘where’ processing path, somewhat similar to the known properties of the human visual system where the ‘dorsal’ and ‘ventral’ pathways are typically associated with these two functions. Among other things, the ‘where’ pathway in the human brain is believed to perform the localization and coarse tracking of a small number of objects that are relevant for the current task. This tracking is performed by the human visual system without focusing the eye gaze on individual objects to be tracked [35], i.e., tracking does not require high resolution. In contrast, the ‘what’ pathway considers the detailed analysis of a single spot in the image. In the human visual system this is intimately bound to the current eye gaze, as the human eye possesses a high resolution in the central 2-3° (foveal retina area) of the visual field only.

In our vision system, the eye gaze is performed virtually as the camera mounted in the car has a constant resolution in the complete field of view. Changing the eye gaze is therefore equivalent to shifting the processing to another spot of the input image. This spot is analyzed by the classifier (higher part of the ‘what’ pathway) in full resolution while the whole image is analyzed in the attention sub-system (lower part of the ‘what’ pathway) as well as in the ‘where’ path in lower resolution. Processing in these two pathways is believed to occur in parallel in the human brain, but their intertwinings are as yet not known in too much detail. We here adopt the idea of continuously tracking a small number of objects in each image of the incoming visual stream to coarsely represent the current scene and at the same time acquiring more detailed information on one additional object. We therefore have two analysis processes running in parallel in our system (see Fig. 2).

The detailed organization of the two processing streams in our architecture concept is as follows: The input image is analyzed in the ‘what’ path (depicted on the left in Fig. 2) for salient locations using a variety of visual features including orientation, intensity, color, and motion. This visual atten-
Fig. 2. Architecture concept of our vision-based driver assistance system.

The system combines bottom-up (BU) and top-down (TD) pathways and is described in more detail in Section 3.3. The resulting saliency map $S_{\text{total}}$ is modulated by suppressing image regions that contain known objects, i.e., that have been detected earlier. The system stores all detected objects in a so-called Short Term Memory (STM) that provides the position information of known objects as top-down link. The suppression of saliency areas is also known as Inhibition of Return (IOR) in the human visual system [36] and is included in numerous other computational attention models to facilitate the visual attention-based search. However, the manner how the IoR is used in computational attention models differs in some aspects from findings in the human vision system (see [36]). Among other things, the IoR: 1) Was found to be attached to environmental locations, instead of retinal coordinates as in our attention system, 2) Also depends on planned fixation points and scene locations, which suggests numerous additional modulating influences. Still, major IoR-related properties found in the human vision system are in accordance with the here presented system. For instance, as stated in [36] the IoR: 1) Can last for several seconds, 2) Was demonstrated to be attached to moving objects, which suggests that it is coupled to brain regions that support object tracking, 3) Facilitates visual foraging (i.e., visual search). The stated performance gain in visual search caused by using the IoR approach and the influence on the STM will be shown in Section 4.

A simple maximum search is used on the resulting saliency map to find the currently most salient point in the scene. The Focus of Attention (FoA) is determined by region growing on the overall saliency map using the most salient point as an anchor. For the named approach, we got inspiration by [1]. The saliency-based region growing approach is generic, meaning that it has the advantage of being independent from the type of the TD search target. De-
pendency of the segmentation algorithm from the search target would require
the development of object-specific segmentation approaches and would hence
restrict the approach to a limited number of objects. The drawback of said
approach is that the segmentation might fail in case a salient object back-
ground or another close and salient object is present. Since the used classifier
also supports roughly segmented input data that can contain other objects or
background, the approach is still robust enough for using it on real world data
on our prototype car (see evaluation results in Section 4). However, we plan
to integrate a so-called figure-ground segmentation approach that is based on
Learning Vector Quantization in order to solve the named challenges (see [37]
for details). The FoA (pos, RoI) is then fed to the fast feedforward object
recognition system (see Section 3.6).

The resulting object position and the image segment (pos, template) are stored
together with the object label (i.e., the object class) in the STM in order to be
coarsely tracked in subsequent images in the ‘where’ path. Before insertion,
it is checked whether the new object can be associated to a known object, in
this case the object already stored in the STM is updated. Concluding one
iteration, for all objects in the STM a distance estimation (dist) is calculated
based on fusing measurements from radar, depth from familiar object size (also
called depth from object knowledge, see [5]) and from bird’s eye view [38] using
an Extended Kalman Filter (see Section 3.7). This information is stored in a
separate egocentric representation that is directly suitable for assessing the
current danger level in the scene and generating a warning if necessary.

All objects contained in the STM are constantly tracked in the ‘where’ path
based on an appearance-based tracker that uses a second order motion model
for prediction and a local correlation step for the refinement of the new object
positions. In each iteration the position is updated in the STM and a new
object template is stored. In case the prediction does not match (no good
correlation found) the object is deleted from the STM and therefore its position
will not be inhibited any longer in the ‘what’ pathway. Consequently, the
attention will be focused on the missing object in one of the next images if
the object is still present and salient. This way, all objects being recognized
and behaving as predicted are coarsely tracked while the ‘what’ attention is
always focused on new objects and objects behaving unexpectedly. Note that
the rather simple tracking method is sufficient for many applications in the
automotive domain where most objects are rigid (e.g., a car) and therefore
the main appearance changes are caused by small translations and scaling. In
a subsequent ADAS implementation, we introduced a 3D prediction approach
that allows the simple compensation of the camera vehicle’s ego motion (see
[39]), which in turn makes the tracking more robust.

The key aspect of our architecture lies in the introduction of top-down aspects
like, e.g., task-dependent tunable attention generation via sets of weights and,
in parallel, inhibiting known object positions predicted by tracking) resulting in the ability to cope with highly dynamic traffic scenes using limited computational resources. The top-down tunable attention system is a key principle of our ADAS, since such preprocessing leads to a considerable reduction of scene complexity by restricting further processing steps to image regions that are interesting according to the current system task.

3.3 Attention Sub-System

In the following, our biologically motivated attention system is described that is one of the key aspects of the contribution at hand. The description is done in a rather compressed fashion. More details on the design goals as well as the five explicit novelties of the realized attention system can be found in [24].

A simplified sketch of the visual attention sub-system is depicted in Fig. 3. It consists of a number of features that are extracted from the image on 5 scales derived from a Gaussian image pyramid starting from $256 \times 256$ pixels. The Gaussian image pyramid was calculated by low pass filtering and dyadic downsampling. The lower right half of Fig. 3 shows the bottom-up processing of the different features to obtain bottom-up conspicuity maps that are combined to form the bottom-up saliency $S_{BU}$. The conspicuity maps represent the different modalities (e.g., color, motion, edges) supported by the system. In the upper right half the top-down processing is shown where all subfeature maps are weighted and combined into the top-down conspicuity maps. All top-down conspicuity maps are combined into the object-specific top-down saliency map $S_{TD}$ and a nonlinear operator is applied to cut off negative values. The overall saliency map $S_{total}$ is calculated by linearly combining the normalized top-down $S_{TD}$ and bottom-up saliency maps $S_{BU}$ depending on the current task of the ADAS using parameter $\lambda$ (see Eq. (1)).

$$S_{total} = \lambda S_{TD} + (1 - \lambda) S_{BU}$$  (1)

The resulting saliency map $S_{total}$ is passed on to the FoA generation.

As features (modalities) we currently use odd and even Gabor filters [40] with additional on-center/off-center separation (for details see Section 3.5) in 4 orientations, Difference of Gaussians filters (DoG) as on-center/off-center, motion from differential images and the biologically motivated RGBY color space as color opponent and double color opponent [1]. In sum we use $M=7$ feature types (modalities) that in turn are composed of 136 subfeature maps. However, it is important to note that not all modalities can be applied in BU and TD pathway (e.g., plain colors contain no BU information and are hence not supported in the BU pathway, see Fig. 3). The feature map responses are
passed through a preprocessing step that consists of normalization, squaring, and nonlinear noise suppression by a sigmoidal function (see Section 3.4 for further details). In addition to combining these features to obtain a bottom-up saliency map [11,10], we also compute top-down saliency maps using object-specific feature map weights. The object-specific weights are inspired by [15,41] in the way the weights are obtained: During a supervised training stage, the feature map activations of an object (region of interest(RoI)) are compared to the feature map activations in its surrounding/background (see Fig. 4 for a visualization). From this comparison, the relative importance of a feature (its signal-to-noise (SNR) ratio) can be determined. For each trained object and feature channel $F_i$ we therefore get a top-down weight $w_{i,TD}$ that is proportional to how well the feature channel $i$ is able to discriminate the object from its surrounding.
\[ w_{i}^{TD} = \begin{cases} \frac{m_{RoI,i}}{m_{rest,i}} & \forall m_{RoI,i} \geq 1 \\ -\frac{m_{rest,i}}{m_{RoI,i}} & \forall m_{RoI,i} < 1 \end{cases} \] 

(2)

with \( m_{\{RoI,rest\},i} = \frac{\sum F_{i}(u,v)}{\text{size region } \{RoI,rest\}} \)

and \( F_{i}(u,v) = \begin{cases} F_{i}(u,v) & \forall (u,v), F_{i}(u,v) \geq \phi \\ 0 & \text{else} \end{cases} \)

Fig. 4. Visualization of the object training region (RoI) for TD weight calculation against the background (rest).

According to Eq. (2) matching features are boosted (excitation) and irrelevant features are suppressed (inhibition). As visualized in Fig. 3, the \( j = 1..M \) TD conspicuity maps result from a weighted combination of the \( N_{j} \) TD subfeature maps within a certain feature type \( j \) (see Eq. (3)).

\[ C_{j}^{TD} = \sum_{i=1}^{N_{j}} w_{i,j}^{TD} F_{i,j}^{TD} \] 

(3)

It is important to note that the performance gain of this approach compared to most of the attention systems described Section 2 lies in the explicit inhibition of non-target regions combined with a high feature selectivity. The conspicuity maps \( C_{j}^{TD} \) are combined to an object-specific top-down saliency map \( S^{TD} \).
by modality specific weights $w_{C_j}$ (conspicuity weights) that are proportional to the confidence one can assign to the modality $j$ in the current scene. This is done dynamically depending on, e.g., the current weather or lighting conditions (see Section 3.4). The TD saliency results from a weighted sum of 6 different conspicuity maps (even Gabor on-off, odd Gabor off-on, DoG on-off, DoG off-on, RGBY color opponent, RGBY double color opponent), see Eq. (4).

$$S^{TD} = \sum_{j=1}^{6} w_{C_j} C_j^{TD}$$  \hspace{1cm} (4)

In addition, we also calculate a biased bottom-up saliency map (see Eq. (6)) by combining all feature maps weighted with their specific bottom-up weights $w_i^{BU}$ resulting in the weighted sum of 6 BU modalities (Gabor and DoG as for TD, RGBY double color opponent, motion), see Eq. (5):

$$C_j^{BU} = \sum_{i=1}^{N_j} w_{i,j}^{BU} F_i^{BU}$$  \hspace{1cm} (5)

$$S^{BU} = \sum_{j=1}^{6} w_{C_j} C_j^{BU}$$  \hspace{1cm} (6)

As $w_i^{BU}$ we choose a set of weights that shows good performance for most situations in the vehicle domain. In the object-unspecific bottom-up path no inhibition takes place, since its purpose is to evaluate the general unspecific saliency of a scene.

The individual bottom-up feature maps $F_i^{BU}$ are additionally preprocessed by a pop-out operator that globally amplifies maps with a small number of maxima and attenuates maps with many maxima [11]. The pop-out operator multiplies the feature maps with a dynamic factor $w_i^{\text{sparse}}$ computed at runtime (see Eq. (7)). The factor is inversely proportional to the number of pixels that are near the maximum of the feature map. Additionally, $w_i^{\text{sparse}}$ is increased by a factor of 2 for each higher (i.e., smaller) scale level $s$ in the image pyramid. As higher levels tend to contain more pixels fulfilling the threshold defined in the denominator of Eq. (7), the increase of the factor $s$ maintains the comparability of scales:

$$w_i^{\text{sparse}} = \left\lceil \frac{2^s \sum_{u,v \text{ with } F_i(u,v) > \xi} F_i(u,v)}{\xi \cdot \text{Max}(F_i)} \right\rceil \text{ for } s = [0, 4] \text{ and } \xi = 0.9 \cdot \text{Max}(F_i)$$  \hspace{1cm} (7)

By applying this operator, the bottom-up path is designed to amplify feature
maps that show few maxima, i.e., that are sparse. In consequence, feature maps containing image regions that pop out are boosted. It is of crucial importance that the top-down feature maps do not pass a similar pop-out step, since by tuning the top-down weights, we aim at finding objects based on feature conjunctions. The individual feature map responses for the searched objects might only reach medium values, whereas the combination of all relevant maps leads to a strong response in the resulting saliency map. This explicit differentiation is not made in other top-down attention systems, which leads to a performance loss, as was shown in [24].

For weighting the feature maps we currently use TD weight sets for signal boards and cars \((w_{i,\text{sigboard}}^{\text{TD}})\) and \((w_{i,\text{car}}^{\text{TD}})\) that were calculated in a supervised training step. In a more recent version of our ADAS these weights are computed dynamically at runtime (see [39]). In our current (see [42]) and future work it is envisioned to use attention weights to track and even learn new objects.

3.4 Feature Postprocessing, Normalization, and Homeostasis of Conspicuity Maps

In the following the feature postprocessing is described, focusing on the used normalization procedure (see also Fig. 6) that makes our approach different from other attention systems. All subfeatures are normalized to the theoretical maximum value that can be expected for the specific subfeature map (not the current maximum on the map). For example, for DoG and Gabor this is done by determining the filter response for the ideal input pattern, maximizing the filter response. Figure 5 shows the ideal DoG and \(0^\circ\) even Gabor input pattern (suitable for the filter kernels depicted in Fig. 7a and Fig. 7c). This procedure ensures comparability between subfeatures of one modality while preserving information about the absolute feature amplitude. Now, the signal power is calculated by squaring, after which a sigmoid function is applied for noise suppression. A parameter \(K_{\text{supp}}\) shifts the sigmoid function horizontally,

![Input patterns that maximize the filter response. The maximum of this filter response is used for normalization: (a) Ideal DoG input pattern, (b) Ideal \(0^\circ\) even Gabor input pattern.](image-url)
which influences the degree of noise suppression and the sparseness of the resulting subfeature maps.

Fig. 6. Postprocessing of feature maps

The subfeature normalization procedure ensures intra-feature comparability, but for the overall combination, comparability between modalities (i.e., conspicuity maps) is required as well. We solve the normalization problem of the conspicuity maps by dynamically adapting the conspicuity weights $w_C$ for weighting the BU and TD conspicuity maps $C_i^{BU}$ and $C_i^{TD}$. This concept mimics the homeostasis process (see e.g., [43]), which we understand as the property of a biological system to regulate its internal processes in order to broaden the range of environmental conditions in which the system is able to survive. More specifically, the $\tilde{w}_C(j)(t)$ are set to equalize the activation on all $j = 1..M$ BU conspicuity maps (see Equation (8)), taking only the $N_j$ pixel over the threshold $\xi = 0.9 \cdot Max(C_j^{BU})$ into account. Exponential smoothing (see Equation (9)) is used to fuse old conspicuity weights $w_C(j)(t-1)$ with the new optimized ones $\tilde{w}_C(j)(t)$. The parameter $\alpha$ sets the velocity of the adaptation and could be adapted online dependent on the gist (i.e., basic environmental situation) via a TD link. In case of fast changes in the environment $\alpha$ could be set high for a brief interval, e.g., while passing a tunnel or low in case the car stops. Additionally, we use thresholds for all $M$ conspicuity maps based on a sigma interval of recorded scene statistics to avoid complete adaptation to extreme environmental situations.

$$\tilde{w}_C(j)(t) = \frac{1}{N_j} \sum_{u,v \text{ with } C_j^{BU}(u,v) > \xi} \frac{1}{C_j^{BU}(u,v)}$$

and

$$\xi = 0.9 \cdot Max(C_j^{BU})$$

(8)

$$w_C(j)(t) = \alpha \tilde{w}_C(j)(t) + (1 - \alpha)w_C(j)(t-1) \quad \text{for} \quad j = 1..M$$

(9)

Before combining the BU and TD saliency maps using the parameter $\lambda$ (see Eq. (1)) a final normalization step takes place. Like the subfeature and conspicuity maps, the saliency maps are normalized to the maximum expected value. For this we have to step back through the attention sub-system taking into account all weights ($w_i^{\text{sparse}}$, $w_i^{BU}$, $w_i^{TD}$) and the internal disjointness/conjointness of the features to determine the highest value ($v_{\text{max,}j}^{BU}$ and $v_{\text{max,}j}^{TD}$) a single pixel can achieve in each BU and TD conspicuity map $j$. We
define a feature as internally disjoint (conjoint), when the input image is decomposed without (with) redundancy in the subfeature space. In other words the recombination of disjoint (conjoint) subfeature maps of adjacent scales or orientations is equal to (bigger than) the decomposed input image. Since DoG and Gabor are designed to be internally disjoint between scales and orientations (see Chapter 2) the maximum pixel value on a conspicuity map \( j \) is equal to the maximum of the product of all subfeature and/or sparseness weights of the subfeatures it is composed of \( (w_{\text{sparse}}^i \text{ and } w_{\text{BU}}^i \text{ for BU as well as } w_{\text{TD}}^i \text{ for TD}) \). Motion is conjoint between scales, therefore we sum up the products of all subfeature motion weights \( w_{\text{BU}}^i \) and their corresponding \( w_{\text{sparse}}^i \) to get the maximally expected value on the motion conspicuity map. The contribution of the color feature to the saliency normalization weight is similar but more complex.

Since apart from DoG and Gabor there is disjointness between conspicuity maps the maximum possible pixel values for all BU and TD conspicuity maps, calculated as described above, are multiplied with the corresponding \( w_{\text{C}}^j \) and added to achieve the normalization weights \( w_{\text{TD norm}}^j \text{ and } w_{\text{BU norm}}^j \) for the TD and BU attention (see Eq. (10) and Fig. 3 for the position the normalization weights are applied). Using this approach, \( w_{\text{TD norm}}^j \) will adapt when the TD weight set changes (see Eq. (11)).

\[
\begin{align*}
\text{w}_{\text{norm}}^\text{BU} &= \frac{1}{\sum_{j=1}^{M} k_j w_{\text{C}}^j v_{\text{max},j}^\text{BU}} \\
\text{w}_{\text{norm}}^\text{TD} &= \frac{1}{\sum_{j=1}^{M} k_j w_{\text{C}}^j v_{\text{max},j}^\text{TD}}
\end{align*}
\]

With:

\[
k_j = \begin{cases} 
0.5 & \text{for } j \in \{\text{DoG, Gabor}\} \\
1 & \text{for } j \not\in \{\text{DoG, Gabor}\}
\end{cases}
\]

It is important to note that DoG and Gabor features are conjoint, meaning that they represent the same signal characteristics. Put differently the conspicuity maps for DoG and Gabor are not independent. As discussed in Chapter 2 using both DoG and Gabor is still helpful, since the signal decomposition is different for both filter types. The conjointness is taken into account in the attention normalization procedure in Eq. (10) and (11) in the form of the factor \( k_j \) that decreases the integral influence of DoG and Gabor on the overall attention.

Using this approach \( w_{\text{norm}}^\text{TD} \) adapts when the TD weight set \( w_{\text{TD}}^i \) changes, yielding a TD saliency map \( S_{\text{TD}} \) that is comparable to \( S_{\text{BU}} \) for all object-specific TD weight sets.
3.5 High Selectivity of Attention Features

In order to yield high hit rates in TD search, the features of an attention system need high selectivity to provide as much supporting and inhibiting maps as possible. At the same time, high efficiency is needed due to constraints in computational resources. An approach fulfilling these demands is the separation of the DoG filter in on-center (called on-off in the following) and off-center selectivity (off-on) as is emphasized in [1] (see Fig. 7a and Fig. 7b). To realize such an on-off/off-on separation the DoG filter response is separated into its positive and negative part, which is equivalent to the computationally more demanding usage of the two different filter kernels depicted in Fig. 7a and Fig. 7b. Coming to the Gabor filter, dividing the complex Gabor filter response into its real and imaginary part allows the efficient separation into edge and line selective responses (equivalent to separately filtering with an odd and even Gabor kernel, depicted in Fig. 7c-f). In addition to this well-known concept, we transfer the DoG on/off-center concept to the Gabor filter and separate the odd and even Gabor responses into their positive and negative parts. For example, an on-off versus off-on even Gabor separation allows for the efficient separation of white street markings from shadows on the street and an on-off/off-on separation for odd Gabor allows for the crisp suppression of the sky edge present in most scenes in the car domain.

![Images of filter kernels](image)

**Fig. 7.** Application of filter kernels on simple test images (negative filter response is cut off). Both the 2 DoG features (a),(b) and the 4 Gabor features (c)-(f) are realized with 1 filter operation each. Every image shows on the left the input test images and on the right the respective filter response for the filter kernel in the bottom left corner.

In sum, 4 different Gabor-based features are derived from one filtering step. Each of these 4 Gabor features consists of 20 independently weighable sub-
feature maps (4 orientations on 5 scales each). The well-known concept of decomposition into scales via the usage of image pyramids allows efficient image filtering. In contrast to other attention approaches, we weight the subfeatures on all scales independently (e.g., no weighting on scale level [15]). In addition, the usage of the motion feature calculated from difference images allows the system to detect and separate between slow and fast moving objects.

3.6 **Object Recognition**

For object classification, we use a appearance-based approach, where we perform the classification only on the image segment provided by the FoA segmentation. Note that for object recognition the original image resolution of 800 × 600 pixels is used, i.e., the object position and size provided by the saliency system are transformed appropriately.

The object recognition module is based on a biologically motivated processing architecture proposed in [44]. It uses a strategy similar to the hierarchical processing in the ventral pathway of the human visual system by creating a classification hierarchy. Unsupervised learning is used for the lower levels of the hierarchy to determine general features that are suitable for representing arbitrary objects robustly with regard to local invariance transformations like local shift and small rotations. Only at the highest level of the hierarchy object-specific learning is carried out, i.e., only this layer has to be trained for different objects. This architecture can be applied to the difficult case of segmentation-free recognition that we have to deal with, as the saliency segmentation only provides a rectangular image segment and no object-specific segmentation.

Training is done by presenting several thousand color image segments with changing backgrounds for back views of cars and signal boards (see also [45]). The learning algorithm automatically extracts the relevant object structures and neglects the clutter in the background. The output of the classifier is the identity/class of the recognized object and a confidence value where a threshold is used to reject object hypotheses with a low confidence. The threshold is chosen so that only a small number of false positives can occur for cars, as a wrong car detection could lead to a false emergency braking. If a car is not recognized due to the high threshold, it is stored in the STM as unknown and tracked rather shortly for N frames before it is removed from the STM. Subsequently, if the car is still a salient object, a new FoA will be generated and recognition is performed again. As now the car may be closer due to the ego motion of our vehicle, the image patch may be larger and therefore may have a higher confidence resulting in a correct recognition.

As described in Section 3.2, with the ‘what’ pathway, the presented system
uses a cascade of attention-based object detection followed by an appearance-based object classification. According to [46], object recognition in human perception is organized in a similar way. As argued above, the central hypothesis regarding the here presented attention-based preselection is that it saves computation time and lowers the number of false positive classifications due to the high relevancy of input data at the classifier stage. However, the question arises if in terms of computational demands, the approach is superior to an exhaustive classification of the whole image (e.g., by classifying overlapping image patches). As argued in [1], in case of a complex and thereby slow classifier, the advantages of an attention system are obvious. Since in the vehicle domain false detections might have severe consequences, with [44] a reliable and hence complex classifier was applied in the presented system.

Even for applications that allow the usage of fast (and less reliable classifiers), as Viola-Jones (see [47]) the usage of an attention system saves computational resources, as was shown in [1]. The results gathered by the author show that already in case of more than 1 object class, the computation time needed by the attention system is compensated by the need of fewer classifier cycles. Furthermore, based on numerous experiments, [1] could show that the number of false classifications is reduced in case an attention system for preselecting image regions is used as compared to applying exhaustive classification.

3.7 Depth Cues

The current ADAS uses four independent depth sources (see Fig. 9) that are combined using weak fusion (see [48]). Weak fusion combines the depth sources based on the reliability of the specific cues. It is realized here using an Extended Kalman Filter (EKF) that combines the depth cues at each time step via dynamic weights depending on static predefined sensor variances and the current availability of the depth cues (as not every cue is available in each time step). The EKF uses a second order process model for its prediction step that models the relevant kinematics in the car domain (velocity and acceleration). The resulting depth values are used to assign depth to detected objects in the image.

**Depth from radar** (Radio Detecting and Ranging) is obtained from a commercial standard vehicle equipment sensor, which delivers sparse point-wise measurements of low longitudinal but higher lateral uncertainty (for an example see Fig. 9b). Radar sensors evaluate the reflections (echoes) of bundled microwave beams (typically between 400 MHz and 80 GHz). More specifically, the time of flight $t_{tof}$ is used to determine the object distance $Z_{\text{radar}}$ (see Eq. (12)). For measuring the time of flight the individual beam packages must be marked and recognized, which can be done by modulation and demodula-
tion of the signal amplitude, frequency or phase. The object velocity \( v_{\text{dop}} \) is determined based on the Doppler shift \( \Delta f \) (see Eq. (13)).

\[
Z_{\text{radar}} = \frac{c_0 \cdot t_{\text{tof}}}{2} \quad (12)
\]

With: \( c_0 \) ... velocity of propagation (speed of light) \( \approx 300000 \frac{km}{s} \)
\( t_{\text{tof}} \) ... time of flight (to the object and back)

\[
v_{\text{dop}} = \frac{c_0 \cdot \Delta f}{2f_0} \quad (13)
\]

With: \( c_0 \) ... velocity of propagation (speed of light) \( \approx 300000 \frac{km}{s} \)
\( \Delta f \) ... measured Doppler frequency shift
\( f_0 \) ... carrier frequency

Using radar sensors, the object distance and velocity can hence be measured with independent approaches. Different from visual sensors, radar is very robust against changing weather conditions, which makes it an important cue that increases the system robustness.

**Depth from bird’s eye view:** For computing the distance of objects that are positioned on the drivable path the *bird’s eye view* is used. The bird’s eye view is a metric representation of the scene as viewed from above (see Fig. 8a). The cue is able to detect and estimate the distance of objects present on the ego vehicle’s and neighboring lane (as opposed to the perspective image). Working on this representation for estimating object distances has the advantage that the cumbersome non-linear projection from 3D world coordinates to the 2D image plane (see Eq. (14) and (15)) is intrinsically compensated. As such, world position coordinates can directly be assigned to a detected object without further processing. Furthermore, by this transformation, the detection of lanes and objects can be realized easier than when working on the projected camera image, since expectations regarding typical metric lane widths can be integrated easily into the algorithm. The bird’s eye view is calculated on the undistorted pixels \( u \) and \( v \) based on Eq. (14) and (15) by inverse perspective mapping of the 3D world points \( X \), \( Y \), and \( Z \) (see Fig. 8b for a visualization of the used coordinate system) to the 2D \((u,v)\) image plane. Equation (14) and (15) use the 3 camera angles \( \theta_X \), \( \theta_Y \), and \( \theta_Z \), the 3 translational camera offsets \( t_1 \), \( t_2 \), \( t_3 \) (see Fig. 8b), the horizontal and vertical principal point \( u_0 \) and \( v_0 \) as well as the horizontal and vertical focal lengths \( f_u \) and \( f_v \) (focal lengths that are normalized to the horizontal and vertical pixel size respectively). The equations describe how to map a 3D position of the world to the
2D image plane (refer to [38]). More specifically, only the image pixels \((u,v)\) that are needed to get the metric bird’s eye view (i.e., the \(XZ\)-plane) dense are mapped, which also leads to low computational demands. The usage of inverse perspective mapping makes the inversion of Eq. (14) and (15) obsolete, when computing the bird’s eye view.

\[
\begin{align*}
  u &= -f_u \frac{r_{11}(X-t_1) + r_{12}(Y-t_2) + r_{13}(Z-t_3)}{r_{31}(X-t_1) + r_{32}(Y-t_2) + r_{33}(Z-t_3)} + c_u \\
  v &= -f_v \frac{r_{21}(X-t_1) + r_{22}(Y-t_2) + r_{23}(Z-t_3)}{r_{31}(X-t_1) + r_{32}(Y-t_2) + r_{33}(Z-t_3)} + c_v
\end{align*}
\]
\[ R = R_X R_Y R_Z = \begin{bmatrix} r_{11} & r_{12} & r_{13} \\ r_{21} & r_{22} & r_{23} \\ r_{31} & r_{32} & r_{33} \end{bmatrix}, \]  

(16)

\[
\begin{align*}
    r_{11}^2 + r_{12}^2 + r_{13}^2 - 1 &= 0 \\
    r_{21}^2 + r_{22}^2 + r_{23}^2 - 1 &= 0 \\
    r_{31}^2 + r_{32}^2 + r_{33}^2 - 1 &= 0 \\
    r_{11}r_{21} + r_{12}r_{22} + r_{13}r_{23} &= 0 \\
    r_{11}r_{31} + r_{12}r_{32} + r_{13}r_{33} &= 0 \\
    r_{21}r_{31} + r_{22}r_{32} + r_{23}r_{33} &= 0
\end{align*}
\]  

(17)

As can be seen in Eq. (14) and (15) the 3D world position coordinates \( X, Y, \) and \( Z \) of all image pixels \( (u,v) \) are needed. By using a monocular system, one dimension (the depth \( Z \)) is lost. A solution to this dilemma is the so-called flat plane assumption. Here, for all pixels in the image, the height \( Y \) is set to 0. Based on this, only objects in the image with \( Y = 0 \) (especially, the street we are interested in) are mapped correctly to the bird’s eye view, while all the other regions are stretched to infinity in the bird’s eye view (for example the car in Fig. 9d).

Now, a vertical grow algorithm with dynamic thresholds searches for discontinuities in the bird’s eye view and assigns a distance value to them (see Fig. 9d).

In the rectified image (i.e., the image is remapped to be equivalent to an image with all 3 camera angles zero) the following direct relation between the vertical pixel value \( v \) and the depth \( Z_{\text{birds}} \) exists (see Eq. (18)).

\[ Z_{\text{birds}} = \frac{f_v t_2}{(v - v_0)} \]  

(18)

With:

\[
\begin{align*}
    t_2 &\ldots \text{camera height above the ground} \\
    v_0 &\ldots \text{the vertical principal point} \\
    v &\ldots \text{vertical pixel position that shows significant contrast change} \\
    f_v &\ldots \text{Normalized focal length}
\end{align*}
\]

**Depth from object knowledge** calculates the distance of an object \( Z_{\text{obj}} \) (see Eq. (19)) using knowledge about the area the object covers on the image chip (width \( W_{\text{pixel}} \) and height \( H_{\text{pixel}} \)), the width and height of the object in the real world drawn from experience (\( W_{\text{real}} \) and \( H_{\text{real}} \)) as well as the intrinsic parameters of the sensor (\( \alpha_u = \text{focal length/pixel width} \) and \( \alpha_v = \text{focal length/pixel height} \)). A prerequisite for depth from object knowl-
edge is a reliable segmentation algorithm. Currently we use histogram-based segmentation on an image region that is pre-segmented by our region growing algorithm working on the saliency (see Fig. 9c)

\[ Z_{\text{obj},W} \approx \frac{W_{\text{real}} \alpha_u}{W_{\text{pixel}}} \quad \text{and} \quad Z_{\text{obj},H} \approx \frac{H_{\text{real}} \alpha_v}{H_{\text{pixel}}} \]  

(19)

**Depth from Stereo Disparity:** The perception of stereoscopic depth is based on the interpretation of the differences between the projected images of both eyes (so-called parallax). An isolated point in the 3D world is projected to slightly different positions on the retina of both eyes, since these have a horizontal distance, the so-called basic distance. The horizontal shift between the images is called lateral disparity, see [49]. In addition to the lateral disparity, other flavors of disparity exist (see [49]) that can also cause an impression of depth - still the lateral disparity seems to be the most important disparity-related depth cue and is therefore also in the focus of the following reflections. For detecting lateral disparity (for simplification called disparity in the following) the detection of correspondences between the left and right eye is necessary. Here, ambiguities are possible, due to differences in illumination and partial occlusion between both images. Especially, local regions of low texture can lead to the well-known aperture problem, which is also a challenge for the optical flow computation (refer to [50]). Furthermore, differences and changes in the internal optical parameters of both eyes exist that influence the projections and hence the detected lateral disparity. Still, the human vision system can cope with these challenges by continuous adaptation mechanisms. How these challenges are solved by the human vision system is largely unknown. Designing a technical stereo system that closely mimics the processing steps in the brain is therefore not possible up to now. However, the engineered approaches show sound results, but have limitations also.

Based on the disparity image the 3D world position \( X, Y, \) and \( Z \) for all image pixels can be computed using Eq. (20) (see Fig. 9a), (21), and (22). The equations result from a transformation of Eq. (14) and (15), setting all camera angles to zero, since the disparity computation was done on rectified images.
\begin{align}
Z_{\text{stereo}}(u, v) &= \frac{f_u B}{D(u, v)} + t_3 \\
Y_{\text{stereo}}(u, v) &= \frac{Z(v - v_0)}{f_v} + t_2 \\
X_{\text{stereo}}(u, v) &= \frac{Z(u - u_0)}{f_u} + t_1
\end{align}

With: $B$... basic distance between the left and right camera’s principal point
$f_u, f_v$... normalized focal length [in pixels]
$D(u, v)$... disparity
$u_0, v_0$... principal point
$t_1, t_2, t_3$... translational camera offset

Fig. 9. Used depth cues: Depth from (a) Stereo disparity, (b) Radar, (c) Object knowledge, (d) Bird’s eye view.
4 RESULTS

4.1 Evaluation of System Modules

Normalization - Comparable TD and BU saliency maps: The used feature normalization (described in Section 3.4) prevents noise on the saliency maps and ensures the preservation of the absolute level of feature activation. Using a TD weight set that supports object-specific features our normalization hence ensures that the TD map will show high activation if and only if the searched object is really present. Figure 12a shows based on a construction site scenario as depicted in Fig. 11a that the maximum attention value on the TD saliency map for cars rises when the car comes into view, which would not be present using the normalization approach found in literature (see, e.g. [11]).

The influence combining the now comparable TD and BU saliency maps for cars and reflection posts (e.g., useful for unmarked road detection as done in [51]) as trained search objects is depicted in Tab. 1, showing that TD improves the search performance considerably. It is important to note that besides an exchange of the training images no modification in the system structure is required, when changing the search object. For evaluation the measures average FoA hit number ($\overline{\text{Hit}}$) and average detection rate ($\overline{\text{DRate}}$) were calculated. While $\overline{\text{DRate}}$ is the ratio of the number of found task-relevant objects to the overall number of task-relevant objects, $\overline{\text{Hit}}$ states that the object was found on average with the $\overline{\text{Hit}}$ th generated FoA. Hence the smaller $\overline{\text{Hit}}$ the earlier an object is detected see [1] for a more detailed definition of these measures). The choice of training images has only small influence on the search performance as the comparable results for different sets of training images in Tab. 1 show.

The evaluation shows highest hit numbers and detection rates for pure TD search ($\lambda = 1$). However, it is important to note that pure TD search would lead to a suppression of unexpected objects (inattentional blindness, see Section 2) and would hence potentially cause dangerous situations. The default value for $\lambda$ was hence set to 0.5 for the online tests. This setting allows the simultaneous detection of a specific object class (in this case vehicles) and other salient objects (as, e.g., the horizon edge, signal boards or unexpected dangerous objects in the path). In an ADAS that succeeded the here presented system, we concentrated on improving the system design in order to allow the simultaneous detection of multiple object classes based on the presented attention system (see [39]).

The presented results support the generic nature of the TD tunable attention
sub-system during object search. Moreover, these examples visualize our understanding of the attention system as a common tunable front-end for the various other system tasks, e.g., for lane marking detection (see [39] for details on how the attention system can be used for lane marking detection). Following this concept, the task-specific tunable attention system can be used for scene decomposition and analysis, as it is shown exemplarily on two typical German highway scenes in Fig. 10.

**Comparability of modalities**: The used dynamic adaptation of $w_{C_j}$ causes a twofold performance gain. First, the a-priori incomparable modalities get comparable yielding a well balanced BU and TD saliency map. Secondly, the system adapts to the dynamics of the environment preventing varying modalities from influencing the system performance (e.g., in the red evening sun the color R channel will not be overrepresented in the saliency). Figure 12b depicts the dynamically adapted $w_{C_j}$. Table 2 shows a noticeable gain in the object’s signal to noise ratio $\text{SNR}_{\text{obj}}$ on the overall saliency for 26 traffic relevant objects of an inner-city stream (see Fig. 11d), comparing the dynamically adapted $w_{C_j}$ with static, locally optimized $w_{C_j}$ vector. More specifically, $\text{SNR}_{\text{obj}}$ is defined as the ratio of the mean saliency activation within the object region to the mean saliency activation in its surround. For system evaluation we set the smoothing parameter $\alpha$ (see Eq. (9)) to 0.05 in order to get a slow modality adaptation suitable to the moderate vehicle speed in the used inner-city stream.

<table>
<thead>
<tr>
<th>Target</th>
<th># Test images (objects)</th>
<th># Training images (BU)</th>
<th>$\lambda = 0$ (BU)</th>
<th>$\lambda = 0.5$ (BU &amp; TD)</th>
<th>$\lambda = 1$ (TD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cars</td>
<td>54 (self test)</td>
<td>3</td>
<td>3.06 (56.9%)</td>
<td>1.87 (89.7%)</td>
<td>1.82 (96.6%)</td>
</tr>
<tr>
<td>Train. set 1</td>
<td>54 (58)</td>
<td>2</td>
<td>(56.9%)</td>
<td>1.90 (84.5%)</td>
<td>1.76 (93.1%)</td>
</tr>
<tr>
<td>Train. set 2</td>
<td>54 (58)</td>
<td>2</td>
<td>1.96 (82.8%)</td>
<td>1.94 (93.1%)</td>
<td></td>
</tr>
<tr>
<td>Train. set 3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Train. set 4</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflect. posts</td>
<td>56 (self test)</td>
<td>6</td>
<td>2.97 (33.6%)</td>
<td>2.10 (51.3%)</td>
<td>2.25 (52.2%)</td>
</tr>
<tr>
<td>Train. set 1</td>
<td>56 (113)</td>
<td>7</td>
<td>(33.6%)</td>
<td>2.20 (51.3%)</td>
<td>2.28 (51.3%)</td>
</tr>
<tr>
<td>Train. set 2</td>
<td>56 (113)</td>
<td>7</td>
<td></td>
<td>2.07 (51.3%)</td>
<td>2.36 (52.2%)</td>
</tr>
<tr>
<td>Train. set 3</td>
<td>56 (113)</td>
<td>5</td>
<td></td>
<td>2.10 (51.3%)</td>
<td>2.30 (51.3%)</td>
</tr>
<tr>
<td>Train. set 4</td>
<td>56 (113)</td>
<td>5</td>
<td></td>
<td>2.10 (51.3%)</td>
<td>2.30 (51.3%)</td>
</tr>
</tbody>
</table>

Table 1
Linear combination of BU and TD saliency, influence on search performance ($\lambda = 0$ equals pure BU and $\lambda = 1$ pure TD search)
Fig. 10. Attention-based scene decomposition: (a) Highway scene, (b) TD attention tuned to lane markings, (c) TD attention tuned to cars, (d) Construction site, (e) TD attention tuned to signal boards, (f) TD attention tuned to cars.

<table>
<thead>
<tr>
<th>Traffic-relevant objects</th>
<th>#images (objects)</th>
<th>$\text{SNR}<em>{\text{obj}}$ using static $w</em>{C_j}$</th>
<th>$\text{SNR}<em>{\text{obj}}$ using dynamic $w</em>{C_j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner city stream</td>
<td>20 (26)</td>
<td>2.56</td>
<td>2.86 (+11.7%)</td>
</tr>
</tbody>
</table>

Table 2
Comparability of modalities via homeostasis.

**Evaluation of Classifier performance:** For a proof of concept, we trained the classifier to distinguish cars from non-cars (clutter). A set of image segments generated by our vision system during online operation was used for training. It contains 11000 roughly square image patches scaled to a size of 64x64 pixels, and was divided into the classes ‘car’ (2952 patches), ‘signal boards’ (2408 patches) and ‘clutter’ (5803 patches) by visual inspection. Car segments contain complete back-views of cars (at any position) which must be at least half as large as the patch in both dimensions. At equal false positive and true negative rates, for cars an error of 2.8 % and for signal boards an error of 7.1 % was obtained on an equally large test. The performance of the trained classifier is shown in form of a ROC (Receiver-Operator-Characteristic) curve that visualizes the trade-off between false positive (clutter recognized as objects) and false negative (objects recognized as clutter) detections when varying the classification thresholds (see Fig. 12c). The ROC was generated using 5-fold cross validation.

**Evaluation of depth fusion:** Figure 13 shows the EKF-based fusion of
Fig. 11. Output of attention system for construction site and inner-city streams, (a) Unsegmented FoAs, tuned to signal boards, (b) TD saliency signal boards, (c) TD saliency cars, (d) Unsegmented FoAs, tuned to cars, (e) BU saliency, (f) TD saliency cars.

Fig. 12. (a) Normalization of features preserving magnitude information, (b) Comparability of modalities, (c) ROC curve for cars and signal boards.
Fig. 13. Depth from bird’s eye view, object knowledge, radar and fusion with EKF.

depth measurements from bird’s eye view, object knowledge, and radar for a car that drives in front of our prototype vehicle through an inner-city (see Fig. 11d). The usage of two additional monocular depth cues of high variance fused with the low variance radar cue ensures the availability of depth cues even for objects that are far away. Here correctly located radar measurements seldom exist. For the EKF we used the static sensor variances $\sigma_{\text{birds}} = 2.8$, $\sigma_{\text{obj}} = 2.7$, and $\sigma_{\text{radar}} = 0.3$ as well as the process variance $\sigma_{\text{process}} = 0.023$.

4.2 Experimental Setup for System Evaluation

**Scenario:** In order to evaluate the proposed system in a challenging situation, we concentrate on typical construction sites on highways. This situation is quite frequent and a traffic jam ending exactly within a construction site is a highly dangerous situation: Due to the S-curve in many construction sites, the driver will notice a braking or stopping car quite late, see Fig. 14a. Our ADAS implementation uses a 3 phase danger handling scheme depending on the distance and relative speed of a recognized obstacle. For example, when the ego vehicle drives around 40 km/h and an obstacle is detected in front at less than 33 meters, a visual and acoustic warning is issued and the brakes are prepared. In the second phase, the belt pretensioners are triggered and the brakes are engaged with a deceleration of 0.25 g followed by hard braking of 0.6 g in the third phase.
Fig. 14. Scenario: (a) Schematic sketch of the construction site scenario. Stationary car is visible from 48 meters on. (b) Real scenario.

**Technical setup:** For the experiments we use a Honda Legend prototype car equipped with a mvBlueFox CCD color camera from Matrix Vision delivering images of 800x600 pixels at 10Hz. The image data as well as the radar and vehicle state data from the CAN bus can be recorded. The recorded data is used during offline evaluation. For the online version, all data is transmitted via LAN to two Toshiba Tecra A7 (2 GHz Core Duo) running our RTBOS integration middleware [52] on top of Linux. The individual RTBOS components are implemented in C using an optimized image processing library based on the Intel IPP [53], allowing the overall system to run at 10Hz.

**Test data for training and evaluation:** In order to gain sufficient training data, we recorded image sequences during normal highway traffic including construction sites as well as visually complex scenes from driving in inner cities. For evaluating the actual system performance, we recorded data in an exemplary construction site on a private driving range.

### 4.3 Evaluation of System Performance

**System statistics:** During documented online system tests on our prototype vehicle (showing the setting depicted in Fig. 14) driving 40 km/h in 57 of 60 cases our system detected the stationary car in time and issued the 3 warning steps as expected including autonomous braking. In the remaining cases, either the object recognition detected a signal board as car and the braking was performed too early or the FoA generation did not deliver a good image segment of the stationary car so that the fusion of the image segment with radar data failed and no braking was performed at all.

Furthermore we evaluated the warning generation offline in detail on 10 additional construction site streams we recorded. In all streams, the ADAS was able to recognize and track the car from a distance between 42 and 32 meters,
while the car was fully visible from a distance of about 48 meters on. On these recorded streams, we performed a more specific evaluation, described in the following.

**Influence of system parameters on the detection performance:** In the following it is shown how the number of objects $N$ stored in the STM influences the detection distance of the stationary car. Limiting the capacity of the STM in form of the parameter $N$ is achieved by deleting an object from the STM after $N$ frames. All depicted results are calculated by averaging over the 10 recorded streams in order to lessen statistical deviations. In the first step the car detection distance is evaluated depending on STM size $N$ and the TD parameter $\lambda$ (setting the amount of TD influence) while using a TD weight set trained on cars. Figure 15a shows the distance to the stationary car when the first FoA hits the car, which is defined by hand-labeled groundtruth on the recorded streams. It can be seen that the larger the TD influence (search task: find cars) expressed by $\lambda$, the earlier the car is detected. Similarly, the more objects are stored in the STM (object number $N$), the earlier the car is detected. It can also be deduced that with growing $N$ the influence of TD is reduced since the scene coverage increases. Figure 15b shows the distance to the stationary car when the first FoA hits the target and the resulting image segment is recognized as car by the object classifier. Since the used classification threshold was set far above the equal false-positive false-negative error rate, the distance when the car is detected is smaller than in the evaluation with groundtruth. Differing from Fig. 15a, at a certain $N$ the detection distance worsens again. The reason for this effect is that our system is not using crisp object segmentation algorithms but performs segmentation directly on the saliency map which can lead to enlarged patches suppressing the surround of the found objects as well. In this way, the borders of the car might be suppressed by adjacent signal board patches leading to incomplete car FoAs that are not sufficient for the used object classifier.

Based on Fig. 15 the best choice of $\lambda$ would be 1, which equals pure TD search mode. Nevertheless such a parameterization is not appropriate as is shown in Fig. 16a. Here we see that with growing $\lambda$ the average detection distance of signal boards drops. Stated differently, the system suffers from inattentional blindness while searching for cars in pure TD mode ($\lambda = 1$), which might lead to dangerous situations. The default value for $\lambda$ was hence set to 0.5.

A parameter interacting with $\lambda$ is the Time To Live [TTL] defining for how many frames an object is stored in the STM before it is removed. Figure 16b shows how the choice of the TTL influences the system performance. For an object-unspecific TTL of 5 frames the curve is identical to Fig. 16a for $N=5$. For the object-specific case we chose a TTL of 6 for signal boards, unknown objects were stored for 3 frames and cars for 20 frames, leading on average to $N=5$ objects in the STM. A clear gain in detection performance can be seen.
Fig. 15. Stationary car detection distance depending on $\lambda=0$, 0.25, 0.5, 0.75, and 1 as well as the STM size $N=1,2,3,5,$ and 7. (a) Using groundtruth for detecting a hit, (b) Using the classifier for detecting a hit.

while using object-dependent TTL values which is due to the fact that FoAs, which hit the car very early are too small for a reliable classification. These unknown scene parts should not be suppressed too long in order to soon give the classifier a second chance to detect the car. The described object-specific TTL parameterization was also used during our online tests.
Fig. 16. Detection distance depending on $\lambda = 0$, 0.25, 0.5, 0.75, and 1. (a) Average detection distance of signal boards and the stationary car using the object classifier for a STM size of N=1, 2, and 5 (b) Stationary car detection distance while using object-specific TTL values.

5 CONCLUSIONS AND FUTURE WORKS

The contribution introduced an integrated vision architecture for ADAS, which realizes cognitive principles. Encouraging results obtained from the application of an attention system that can be modulated in a task-oriented top-down style were presented. The system is working online performing an autonomous
braking functionality on a Honda Legend prototype car. Our future work will concentrate on the online adaptation and unsupervised training of TD weight sets. We plan to readapt the trained TD weight sets constantly depending on changes in the environment and a temporal decay. TD weight sets will be calculated offline for a limited number of traffic-relevant objects, like traffic signs and cars. Additionally, we plan to be not bound to this pre-calculated set and extract new TD weight sets online to track and find objects stored in the STM.

As an extension to the here described system, the ADAS presented in [39] contains an internal 3D representation, an unmarked road recognition system, broader information fusion, as well as a computational attention system that allow the online calculation of TD weights and thereby the simultaneous search for different object classes. We currently port the there described extensions from Matlab to C in order to integrate them in our existing online system [54] for evaluating them on our prototype vehicle. After the successful test of the low complexity control approach, in the next step, learning of the functional mapping between the measured input feature space and the output control parameter space will be in our focus. More specifically, we plan to replay stored streams of critical traffic situations from a data base. As learn-signal dangerous objects will be manually labeled in these streams. The system task is to detect the objects early enough. In case the system is too slow, the scenario is replayed by the learning algorithm while changing the functional mapping between input and output data of the behavior control module. Also measuring and mimicking the reactions of an experienced driver is envisioned in the future. Our system extensions introduced in [39] and [42] contains first approaches towards such an efficient cognitive control concept. The central assumption is that a robust learning system requires a generic system structure with a high number of degrees of freedom for controlling the system reaction and measuring the system state. Therefore, if required, we plan to further increase the input feature space as well as output control parameter space of the there described behavior control module in order to increase the number of possible system behaviors and prove the scalability of this extended approach.
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